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Abstract. In this paper, we consider the radially symmetric solutions of the
Kuramoto-Sivashinsky equation in a shell domain r0 ≤ r ≤ R0 in any dimen-
sion n. Using Lyapunov function approach, we study the long time behavior
of the solutions and prove that there exists a time independent bound for the
L2 norm of the solution. Thus there exists an absorbing ball when time tends
to infinity. We also show that in the three dimensional case this bound is given
by C(R0 − r0)3/2 and we give an estimate of the rate with which the constant
C blows up when r0 → 0. Similar results hold for any n-dimensional shell do-
main which does not contain the origin, which means that radially symmetric
solution does not blow up at the origin if the dimension is sufficiently high.
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1. Introduction

The Kuramoto-Sivashinsky equation,

(1) ϕt = −∆2ϕ− ∆ϕ−
1

2
|∇ϕ|2

has been introduced three decades ago as a model of nonlinear evolution of linearly
unstable interfaces in various contexts such as phase turbulence and flame front
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propagation in combustion theory. The question of global regularity for the two
and three-dimensional Kuramoto-Sivashinsky equation is still considered one of the
major open problems in nonlinear analysis.

In one space dimension, the equation has been studied extensively. It is inter-
esting mathematically because the linearization about the zero state has a large
number of exponentially growing modes, whose growth corresponds to the devel-
opment of nontrivial structures. The Kuramoto-Sivashinsky equation has become
a canonical model for spatio-temporal chaos in 1 + 1 dimensions. In [20], the in-
stability of the travelling waves is a hint of the complexity of the dynamics of the
equation if the domain is R. When considered on a bounded domain with appro-
priate initial and boundary conditions, there are many important results, some of
which we will explain here briefly. In this case it is convenient to work with the
differentiated form of the equation, where u = dφ/dx and the equation becomes

ut = −uxxxx − uxx − uux.

Using Lyapunov function approach, the authors of [14] gave the first long-time
behavior result showing that lim sup

t→∞
∥u∥2 ≤ CL5/2 for odd initial data. In [4], the

exponent was improved to 8
5 for any mean-zero initial data. Most recently, the

authors of [2] improved the exponent from 8
5 to 3

2 for any mean-zero initial data.
While all of the above results used the Lyapunov function framework, there are
recent results in [9], [12] that do not use this approach.

Our main goal is to treat the case of higher space dimensions, in particular the
three dimensional case. This problem is difficult and even the global regularity on
unbounded domain and in the periodic case is still open. Some of the available
results have restrictions on the domain or work on a modified equation. In the
two dimensional case, defining U = (u1, u2) = ∇ϕ, the differentiated KS equation
becomes,

∂tu1 + △2u1 + △u1 + u1∂xu1 + u2∂xu2 = 0(2)

∂tu2 + △2u2 + △u2 + u1∂yu1 + u2∂yu2 = 0

∂yu1 = ∂xu2

The authors of [17] showed the existence of a bounded local absorbing set and
an attractor in thin two-dimensional domain, but with restricted initial data. Later
in [13] this result was made sharper and more transparent. Molinet showed that
there exist positive constants C0, K ! 1 such that for any Lx ! 2π, if 0 < Ly < 2π
satisfies

(3)

(

1 −
(

Ly

2π

)2
)−4/9

Ly " (K2C3
0 )−4/7L−67/35

x

then the solution satisfies

(4) lim sup
t→∞

∥u1∥2 ≤ KL8/5
x L1/2

y , lim
t→∞

∥u2∥2 = 0

provided

(5) ∥u10
∥2 " C−1

0

(

1 −
(

Ly

2π

)2
)

L−1/4
x L−7/4

y , ∥u10
∥2 " C−1

0 L−1/4
x L1/4

y
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Using the results in [13] and [2] and assuming Ly ≤ CL13/7
x , one gets a better

bound

lim sup
t→∞

∥u⃗∥2 ≤ CL3/2
x L1/2

y

If one is willing to modify the equation, as in [15], where the equation

ut = −∆2u − uxx − uux

with periodic boundary conditions is studied, then the existence of an attractor can
be proved. Similarly, in [5], the following Kuramoto-Sivashinsky type equation was
studied in dimension two,

(6) ut = −△2u −△u − uux − uuy + g(x, y)

where g(x, y) is an external force. In this paper, the existence of a global attractor
in L2([−L, L] × [−L, L]) was proved as well as the bound

(7) lim sup
t→∞

∥u∥2 " CL2

The authors of [1] worked on the radially symmetric solutions of

(8) ϕt + ∆2ϕ = |∇ϕ|2

in an annulus Ω = {x ∈ R2 such that 0 < r0 < ∥x∥ < R0} with Neumann boundary
conditions:

(9)
∂ϕ

∂r
=
∂△ϕ
∂r

= 0 on Γ∞

Assuming that the initial condition φ0 is radially symmetric, they proved the exis-
tence of radially symmetric solution ϕ(r, t) such that

(10) ϕ ∈ L∞
loc([0,∞); W 1,2(Ω)) ∩ L2

loc([0,∞); W 3,2(Ω))

Furthermore ϕ satisfies an exponentially growing with time bound on the norm of
the solution as follows
∫ R0

r0

ϕ2(r, t)dr " et R0

r0

∫ R0

r0

ϕ2(r, 0)dr + (tet + 1)
16c2R2

0

r2
0

e4ct

(

∫ R0

r0

ϕ2
r(r, 0)dr

)3

This global existence result is remarked there to be also true in space dimension 3
in a shell domain between two concentric spheres. Inspired by the paper [1], our
goal is to show that lim supt→∞ ∥u∥2 ≤ Cr0

(R0 − r0)3/2 where u is the radially
symmetric solution of the Kuramoto-Sivashinsky equation in a shell domain Ω =
{x ∈ Rn such that 0 < r0 < ∥x∥ < R0}.

We work with the differentiated Kuramoto-Sivashinsky equation in Ω with
boundary conditions similar to [1]

(11) u =
∂

∂r

(

∂u

∂r
+

2

r
u

)

= 0 at r = r0, and r = R0.

We assume that the initial condition u0 is a radial function u0(x) = u0(r), differ-

entiate (1) and introduce a new variable u =
dϕ

dr
. Thus we get the reduced radial

system, which will be the subject of this paper

(12) ut + urrrr +
4

r
urrr +

(

1 −
4

r2

)

urr +
2

r
ur −

2

r2
u + uur = 0
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(13) u = urr +
2

r
ur = 0 for r = r0, r = R0

(14) u(x, 0) = u0(x) = u0(|x|) in Ω

We will use the following notations. If Ω is a smooth, bounded domain in Rn,
then Qt = Ω × (0, t), Γt = ∂Ω × (0, t), Ωt = Ω × {t}, |∇ϕ| = (∇ϕ,∇ϕ)1/2

and (·, ·) is the usual Euclidian dot product in Rn. Changing the coordinates from
rectangular to polar and assuming that ϕ is radially symmetric, we get the usual
formulas

(15) |∇ϕ|2 =

(

∂ϕ

∂r

)2

, ∆ϕ =

(

∂2

∂r2
+

n − 1

r

∂

∂r

)

ϕ,

(16) ∆2ϕ =

(

∂4

∂r4
+

2(n − 1)

r

∂3

∂r3
+

(n − 1)(n − 3)

r2

∂2

∂r2
−

(n − 1)(n − 3)

r3

∂

∂r

)

ϕ

Note that throughout this paper, we use ∥ · ∥2 to denote ∥ · ∥L2[r0,R0].We also use
H̄2[r0, R0] to denote the Sobolev space obtained by taking the completion with
respect to the norm ∥ · ∥H̄2 of smooth functions satisfying the boundary condition
φ(r0) = 0. As introduced in [14] we take a dot above any space to denote the
subspaces of functions of zero mean.

Using Lyapunov function approach, we prove the following theorem for the
radial system (12)-(14).

Theorem 1.1. Consider the Kuramoto-Sivashinsky equation (12) with 0 <
r0 < R0 < ∞, subject to the boundary and initial conditions given by (13), (14).
Assume also (R0 − r0) ≥ α(1 + 1

r2
0

)−1/2 for some α > 0. Then, there is constant

C = Cα, so that

(17) lim sup
t→∞

∥u(t)∥L2[r0,R0] " Cα(R0 − r0)
3/2

(

1 +
1

r2
0

)3

.

For the related problem (8) with (R0 − r0) ≥ α(1 + 1
r2
0

)−1/2 subject to the radial

initial conditions and the boundary conditions [1], we also have

(18) lim sup
t→∞

∥∂rϕ(t)∥L2[r0,R0] " Cα(R0 − r0)
3/2

(

1 +
1

r2
0

)3

.

If (R0 − r0) ≤ (1 + 1
r2
0

)−1/2, then

lim sup
t→∞

∥u(t)∥L2[r0,R0] ≤ C
(1 + 1

r2
0

)2
√

R0 − r0
.

and similar estimate holds for the derivative of the solution ϕr of (8).

2. Proof of Theorem 1.1

The Lyapunov function approach is based on the following main lemma, which
was used traditionally in similar situations, see for example the recent paper [2].
Here φ(r) is a potential function, which will be constructed later on.
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Lemma 2.1. Given u = u(t; r) ∈ L2([r0, R0]) and φ ∈ L2([r0, R0]) satisfying
the following inequality:

(19)
d

dt
∥u − φ∥2

2 " −λ0∥u∥2
2 + P 2

for some constants λ0 > 0 and P , then B(0, R∗∗), the ball of radius R∗∗ centered
about the origin, is an attracting region, where the radius R∗∗ is given by

(20) R∗∗ =

√

2∥φ∥2
2 +

2P 2

λ0
+ ∥φ∥2

It is clear that B(φ, R∗), the ball of radius R∗ centered about φ, is exponentially

attracting, with R∗2 = 2∥φ∥2
2 + (2P 2

λ0
). The triangle inequality implies B(φ, R∗) ⊂

B(0, R∗∗).This guarantees the existence of an absorbing set.

2.1. An energy estimate. Next lemma will be our main energy estimate,
which we will use in conjunction with Lemma 2.1.

Lemma 2.2. For any φ ∈ ˙̄H2[r0, R0] and u(t; r) solving (12) we have the in-
equality

(21)
d
dt

∫ R0

r0
(u − φ)2dr "

∫ R0

r0
−u2

rr +
(

4 + 16
r2
0

)

u2
r + (1 − φr)u2dr

+
∫ R0

r0
4φ2

rr +
(

1
2 + 18

r2
0

)

φ2
rdr

Note that (2.1) and (2.2) show that if one can construct φ ∈ H̄2[r0, R0] such
that the coercivity estimate

(22) ⟨u, Ku⟩ =

∫ R0

r0

(

u2
rr − Br0

u2
r + (φr − 1)u2

)

≥ λ0∥u∥2
2 > 0

holds for some λ0 independent of r0 and R0, where Br0
= 4 +

16

r2
0

, then one gets an

estimate of the form

lim sup
t→∞

∥u∥2 " R∗∗ =
√

c1∥φ∥2
2 + c2∥φr∥2

2 + c3∥φrr∥2
2 + ∥φ∥2 " C∥φ∥H̄2 < ∞.

Next, we prove the lemma.

Proof. A straightforward calculation gives

1

2

d

dt
∥u − φ∥2

2 =

∫ R0

r0

ut(u − φ)dr

=

∫ R0

r0

[−urrrr −
4

r
urrr −

(

1 −
4

r2

)

urr −
2

r
ur +

2

r2
u − uur](u − φ)dr

After integration by parts, applying periodic boundary conditions and simpli-
fying, one gets

1

2

d

dt
∥u − φ∥2

2 = urr(R0)ur(R0) − urr(r0)ur(r0)

+

∫ R0

r0

(

−u2
rr +

4

r
urrur + u2

r +
2

r
uru

)

dr − urr(R0)φr(R0) + urr(r0)φr(r0)

+

∫ R0

r0

(

urrφrr −
4

r
urrφr − urφr −

2

r
uφr −

1

2
u2φr

)

dr
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Using the boundary conditions, one can find estimate for
urr(R0)ur(R0) − urr(r0)ur(r0) as follows:

urr(R0)ur(R0) − urr(r0)ur(r0) = −
2

R0
u2

r(R0) +
2

r0
u2

r(r0) = −2

∫ R0

r0

(

u2
r

r

)′

dr

= 2

∫ R0

r0

u2
r

r2
dr − 4

∫ R0

r0

ururr

r
dr

Similarly

−urr(R0)φr(R0) + urr(r0)φr(r0) = −2

∫ R0

r0

urφr

r2
dr + 2

∫ R0

r0

urrφr + urφrr

r
dr

Next combine these terms and rewrite again to get

1

2

d

dt
∥u − φ∥2

2 =

∫ R0

r0

(

−u2
rr + u2

r +
2

r
uur +

2

r2
u2

r + urrφrr −
2

r
urrφr

)

dr

+

∫ R0

r0

(

2

r
urφrr − urφr −

2

r
uφr −

2

r2
urφr −

1

2
u2φr

)

dr

Applying the Cauchy-Schwartz inequality ⟨f, g⟩ ≤ p/2⟨f, f⟩+ 1/2p⟨g, g⟩ gives

1

2

d

dt
∥u − φ∥2

2 "

∫ R0

r0

(

−1 +
m

2
+ p
)

u2
rr +

(

1 +
q

r2
0

+
2

r2
0

+
d

2
+

k

r2
0

+
c

r2
0

)

u2
rdr

+

∫ R0

r0

(

1

q
+ s −

1

2
φr

)

u2 +

(

1

2m
+

1

c

)

φ2
rr +

(

1

pr2
0

+
1

2d
+

1

sr2
0

+
1

kr2
0

)

φ2
rdr

The choice m = 1/2, p = 1/4, q = 4, s = 1/4, k = 1, d = 2 and c = 1 gives
(2.2). #

This shows that for the proof of Theorem 1.1, it remains to establish the coer-
civity estimate (22).

2.2. Constructing the function φ. In order to prove the coercivity estimate
(22) for L ≥ 1, we will use the following result, which is in essence what was proved
in [2].

Lemma 2.3. (see Theorem 1, [2]) Let z ∈ C3[0, L], L ≥ 1 with z(0) = 0. Then
there exists a function ψ ∈ C∞[0, L], so that one has the estimate

∫ L

0
(z2

xx + ψ′z2)dx ≥ 10

∫ L

0
z2dx.

In addition, ψ is in the form ψ′(x) = L4/3χ(L1/3x) −
∫ L
0 χ(y)dy, where χ ∈ C∞,

supported on a set with diameter O(1) and so that supx |χ(α)(x)| ≤ Cα,α = 0, 1, . . ..

Our next result will address the question for the coercivity estimates when
L < 1. We shall need this result to finish the proof of the theorem in one of the two
cases considered. Although it’s proof reduces in a simple fashion to Lemma 2.3, we
include it for completeness.

Lemma 2.4. Let z ∈ C3[0, ε], ε ≤ 1 with z(0) = 0. Then there exists a function
ψ ∈ C∞

0 [0, ε], so that
∫ ε

0
(z2

xx + ψ′z2)dx ≥ 10

∫ ε

0
z2dx.
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In addition, ψ is in the form ψ′(x) = χ(x/ε)−
∫ 1
0 χ(y)dy, where χ ∈ C∞, supported

on (0, 1) and so that sup0≤x<1 |χ(α)(x)| ≤ Cα,α = 0, 1, . . ..

Proof. Introduce v, so that z(x) = v(x/ε). Clearly v ∈ C3[0, 1] : v(0) = 0
and we need to show

∫ 1

0
(v2

yy(y) + ε4ψ′(εy)v2(y))dy ≥ 10ε4
∫ 1

0
v2(y)dy.

Clearly, that puts us in the situation of Lemma 2.3 with L = 1 and thus, it will
suffice to take ψ : ψ′(εy) = χ(y) −

∫ 1
0 χ(x)dx. Indeed,

∫ 1

0
(v2

yy(y)+ε4ψ′(εy)v2(y))dy ≥ ε4
∫ 1

0
(v2

yy(y)+ψ′(εy)v2(y))dy ≥ 10ε4
∫ 1

0
v2(y)dy,

where we have used the construction of Lemma 2.3 in the last inequality. Thus,

ψ′(x) = χ(x/ε) −
∫ 1

0
χ(y)dy.

and the proof of Lemma 2.4 is complete. #

2.3. Completion of the proof of Theorem 1.1. We will do a rescaling
argument, which will show how to obtain (22) from Lemma 2.3 or Lemma 2.4. To
prove the theorem, we need to construct φr such that

(23)

∫ R0

r0

(u2
rr − Br0

u2
r + (φr − 1 − λ0)u

2)dr ! 0

After applying the Cauchy-Schwartz inequality to estimate

−Br0

∫ R0

r0

u2
rdr ! −

1

2

∫ R0

r0

u2
rrdr −

B2
r0

2

∫ R0

r0

u2dr,

we see that it will be enough to show that for all u ∈ C3[r0, R0] : u(r0) = 0,

(24)

∫ R0

r0

(u2
rr + φru

2)dr ≥ K

∫ R0

r0

u2dr

where K = 10 + B2
r0

. Let L = R0 − r0. Introduce v ∈ C3[0, L] : v(r) = u(r + r0).
Clearly v(0) = 0 and we need to show (for appropriate φ)

∫ L

0
(v2

rr + φ′(r + r0)v
2)dr ≥ K

∫ L

0
v2dr

Next, introduce w : v(r) = w(K1/4r). Again w(0) = 0 and we need

(25)

∫ LK1/4

0
(w2

rr +
1

K
φ′(K−1/4r + r0)w

2)dr ≥
∫ LK1/4

0
w2dr,

At this point, we will have to consider two separate cases, depending on the relative
size of LK1/4. These will be handled either by Lemma 2.3 or by Lemma 2.4. We
will be mainly interested in the first case which holds always when r0 is small and
we are tracking the dependence of the constant on 1

r0
in this case.
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2.4. Case I: LK1/4 ≥ 1. By Lemma 2.3, the following choice of φ (recall
LK1/4 ≥ 1)

1

K
φ′(K−1/4r + r0) = ψ′(r) = (LK1/4)4/3χ((LK1/4)1/3x) − c0,

will guarantee (22). Note that c0 =
∫ 1
0 χ(y)dy = O(1), according to Lemma 2.3.

We get

φr(r) = (LK)4/3χ(L1/3K1/3(r − r0)) − c0K : [r0, R0] → R1.

Clearly now ∥φrr∥L2 ≤ C(LK)3/2, ∥φr∥L2 ≤ C(LK)7/6, while since ∥φ∥L∞ ≤
C(LK), we get ∥φ∥L2 ≤ CL3/2K.

From Lemma 2.2 it follows that

lim sup
t→∞

∥u∥2 " R∗∗ ≤

√

2∥φ∥2
2 + c1(1 +

1

r2
0

)∥φr∥2
2 + c2∥φrr∥2

2 + ∥φ∥2,

where the constants are independent of r0. Thus, we get the estimate

lim sup
t→∞

∥u∥2 ≤ C(R0 − r0)
3/2

(

1 +
1

r2
0

)3

,

whenever R0 − r0 = L ≥ K−1/4.

2.5. Case II: LK1/4 < 1. Going back to the proof of of (25), we now have
LK1/4 < 1 and hence, we use Lemma 2.4 with ε = LK1/4 < 1. Thus,

1

K
φ′(r0 + K−1/4r) = ψ′(r) = χ(r/ε) − c0.

or written otherwise

φr(r) = Kχ(
(r − r0)

L
) − Kc0 : [r0, R0] → R1.

Clearly, ∥φrr∥L2[r0,R0] ≤ CKL−1/2, ∥φr∥L2[r0,R0] ≤ CKL1/2 and ∥φ∥L∞ < C(KL),

which implies ∥φ∥L2 ≤ CL3/2K. Hence

lim sup
t→∞

∥u∥2 ≤ C
(1 + 1

r2
0

)2
√

R0 − r0
.

whenever R0 − r0 = L ≤ K−1/4.

3. n-dimensional case

In this section we will describe similar results for the general n dimensional
case. The statement of the theorem remains the same as in the three-dimensional
case, even though after the tedious computations some additional terms appear. In
what follows we will show that the same lemmas can be applied and the coefficients
remain similar and produce same result for the dependence of the limit on 1

r0
. As

before, we differentiate (1), define u =
dϕ

dr
and use the same boundary conditions as

in (11). Thus we get the following reduced radial system, where n is the dimension.

(26)
ut + urrrr + 2(n−1)

r urrr+
(

n2−6n+5
r2 + 1

)

urr +
(

n−1
r − 3(n2−4n+3)

r3

)

ur

+
(

3(n2−4n+3)
r4 − n−1

r2

)

u + uur = 0
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(27) u = urr +

(

n − 1

r

)

ur = 0 for r = r0, r = R0

(28) u(x, 0) = u0(x) = u0(|x|) in Ω

3.1. An energy estimate. Similar to what we did in Lemma 2.2, we will
find the energy estimate for the equation (26), which we will use in conjunction
with the coercivity to prove that Theorem 1.1 holds in this case as well.

Lemma 3.1. For any φ ∈ ˙̄H2[r0, R0] and u(t; r) solving (26) we have the in-
equality

d
dt∥u − φ∥2

2 "
∫ R0

r0
−u2

rr +
(

12(n−1)
r2
0

+ 3
)

u2
r

+
(

(n − 1) (n−3)2(4n−1)+9|n−3|+1
r4
0

)

u2dr

+
∫ R0

r0

(

2(n−1)
r2
0

+ (n − 1 − φr)
)

u2 + (n + 3)φ2
rr + (n−1)(4n−3)+1

r2
0

φ2
rdr

+
∫ R0

r0

(

|n2−4n+3|((n−3)(4n−1)+3)
r4
0

+ 2(n − 1)
)

φ2dr

Proof. A straightforward calculation gives

1

2

d

dt
∥u − φ∥2

2 =

∫ R0

r0

ut(u − φ)dr

=

∫ R0

r0

[−urrrr −
2(n − 1)

r
urrr −

(

n2 − 6n + 5

r2
+ 1

)

urr

−
(

n − 1

r
−

3(n2 − 4n + 3)

r3

)

ur −
(

3(n2 − 4n + 3)

r4
−

n − 1

r2

)

u − uur](u − φ)dr

After integration by parts, applying periodic boundary conditions and simpli-
fying, one gets

1

2

d

dt
∥u − φ∥2

2 = urr(R0)ur(R0) − urr(r0)ur(r0)+

+

∫ R0

r0

−u2
rr + 2(n − 1)

(urrur

r
−

urru

r2

)

−
(n2 − 6n + 5)

r2
urru + u2

r dr

+

∫ R0

r0

(

3(n2 − 4n + 3)

r3
−

n − 1

r

)

uru +

(

n − 1

r2
−

3(n2 − 4n + 3)

r4

)

u2dr

− urr(R0)φr(R0) + urr(r0)φr(r0)

+

∫ R0

r0

urrφrr − 2(n − 1)

(

urrφr

r
−

urrφ

r2

)

+ (n2 − 6n + 5)
urrφ

r2
− urφrdr

+

∫ R0

r0

(n − 1)
urφ

r
− 3(n2 − 4n + 3)

urφ

r3

+ 3(n2 − 4n + 3)
uφ

r4
− (n − 1)

uφ

r2
−

u2φr

2
dr

Using the boundary conditions, one can find estimate for
urr(R0)ur(R0) − urr(r0)ur(r0) as follows:

urr(R0)ur(R0) − urr(r0)ur(r0) = −
(n − 1)

R0
u2

r(R0) +
(n − 1)

r0
u2

r(r0) =
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= −(n − 1)

∫ R0

r0

(

u2
r

r

)′

dr = (n − 1)

∫ R0

r0

u2
r

r2
dr − 2(n − 1)

∫ R0

r0

ururr

r
dr

Similarly

−urr(R0)φr(R0) + urr(r0)φr(r0)

= −(n − 1)

∫ R0

r0

urφr

r2
dr + (n − 1)

∫ R0

r0

urrφr + urφrr

r
dr.

Next combine these terms and rewrite again to get

1

2

d

dt
∥u − φ∥2

2 =

∫ R0

r0

(n − 1)
u2

r

r2
− u2

rr −
(n2 − 4n + 3)

r2
urru + u2

rdr

+

∫ R0

r0

(

3(n2 − 4n + 3)

r3
−

n − 1

r

)

uru +

(

n − 1

r2
−

3(n2 − 4n + 3)

r4

)

u2dr

+

∫ R0

r0

−(n − 1)
urrφr

r
+ (n − 1)

φrrur

r
− (n − 1)

urφr

r2
+ urrφrrdr

+

∫ R0

r0

(n2 − 4n + 3)
urrφ

r2
− urφr + (n − 1)

urφ

r
dr

+

∫ R0

r0

−3(n2 − 4n + 3)
urφ

r3
+ 3(n2 − 4n + 3)

uφ

r4
− (n − 1)

uφ

r2
−

u2φr

2
dr

Applying the Cauchy-Schwartz inequality ⟨f, g⟩ ≤ p/2⟨f, f⟩+ 1/2p⟨g, g⟩ gives

1

2

d

dt
∥u − φ∥2

2 "

∫ R0

r0

(

−1 + |n2 − 4n + 3|
p

2
+ (n − 1)

m

2
+

f

2
+ |n2 − 4n + 3|

h

2

)

u2
rrdr+

∫ R0

r0

(

(n − 1)

r2
0

+ 1 +
3|n2 − 4n + 3|

r2
0

q

2

+
(n − 1)

r2
0

z

2
+

(n − 1)

r2
0

c

2
+

(n − 1)

r2
0

d

2

)

u2
rdr

+

∫ R0

r0

(

y

2
+

(n − 1)

r2
0

w

2
+

3|n2 − 4n + 3|
r2
0

j

2

)

u2
rdr

+

∫ R0

r0

(

|n2 − 4n + 3|
r4
0

1

2p
+

3|n2 − 4n + 3|
r4
0

1

2q
+

3|n2 − 4n + 3|
r4
0

t

2

)

u2dr

+

∫ R0

r0

(

(n − 1)

2z
+

(n − 1)

r2
0

+
3|n2 − 4n + 3|

r4
0

+
(n − 1)

r4
0

w̃

2
−
φr

2

)

u2dr

+

∫ R0

r0

(

(n − 1)

2c
+

1

2f

)

φ2
rr +

(

(n − 1)

r2
0

1

2d
+

1

2y
+

(n − 1)

r2
0

1

2m

)

φ2
rdr+

∫ R0

r0

(

|n2 − 4n + 3|
r4
0

1

2h
+

3|n2 − 4n + 3|
r4
0

1

2j

+
3|n2 − 4n + 3|

r4
0

1

2t
+

n − 1

2w
+

n − 1

2w̃

)

φ2dr
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Choosing p = 1
4|n2−4n+3| , m = 1

4(n−1) , f = 1
4 , h = 1

4|n2−4n+3| , q = 1
|n−3| , c = 1,

d = 1, j = 1
|n−3| , z = 1, y = 1, w = 1, t = 1, z = 1, w̃ = 1, we get

d

dt
∥u − φ∥2

2 "

∫ R0

r0

−u2
rr +

(

12(n − 1)

r2
0

+ 3

)

u2
r +

(

(n − 1)
(n − 3)2(4n − 1) + 9|n − 3| + 1

r4
0

)

u2dr

+

∫ R0

r0

(

2(n − 1)

r2
0

+ (n − 1 − φr)

)

u2 + (n + 3)φ2
rr +

(

(n − 1)(4n − 3)

r2
0

+ 1

)

φ2
rdr

+

∫ R0

r0

(

|n2 − 4n + 3|((n − 3)(4n − 1) + 3)

r4
0

+ 2(n − 1)

)

φ2dr

#

We will prove the coercivity in the n-dimensional case using the lemmas from
the previous section. For the modified coefficients Br0

= 12(n−1)
r2
0

+ 3, and

Cr0
= (n − 1) (n−3)2(4n−1)+9|n−3|+1

r4
0

+ 2(n−1)
r2
0

+ n − 1 we have to show that there

exists potential function φr, such that we have the following coercivity estimate.

(29)

∫ R0

r0

(u2
rr − Br0

u2
r + (φr − Cr0

)u2)dr ! λ0

∫ R0

r0

u2dr

Applying Cauchy-Schwartz inequality once again,

−Br0

∫ R0

r0

u2
rdr ! −

1

2

∫ R0

r0

u2
rrdr −

B2
r0

2

∫ R0

r0

u2dr,

(29) will be equivalent to

(30)

∫ R0

r0

(
1

2
u2

rr + (φr − Dr0
)u2)dr ! λ0

∫ R0

r0

u2dr

where Dr0
= (n − 1) (n−3)2(4n−1)+72(n−1)+9|n−3|+1

r4
0

+ 38(n−1)
r2
0

+ n + 7
2 . Once again

we have to prove that

(31)

∫ R0

r0

(u2
rr + φru

2)dr ≥ K

∫ R0

r0

u2dr

where K = 10+Dr0
∼ (1+ 1

r2
0

)2, which follows from Lemma 2.3 or Lemma 2.4. To

finish the proof of the theorem, notice that now by Lemma 3.1 one has

lim sup
t→∞

∥u∥2 " R∗∗ ≤

√

c1(1 +
1

r2
0

)2∥φ∥2
2 + c2(1 +

1

r2
0

)∥φr∥2
2 + c3∥φrr∥2

2 + ∥φ∥2,

where the constants are independent of r0. Using the estimates for ∥φ∥2
2, ∥φr∥2

2, ∥φrr∥2
2

in this inequality gives the same results as in the three-dimensional case and proves
the theorem.
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4. Summary, remarks and open questions

Kuramoto-Sivashinsky equation arises when studying the propagation of insta-
bilities in combustion theory and hydrodynamics and is well studied in dimension
one. A major characteristic of the periodic case in dimension one is the existence
of globally invariant, exponentially attracting inertial manifold, which is finite-
dimensional. Thus the long-term dynamics is well-known in this case. For the
higher-dimensional Kuramoto-Sivashinsky equation the question of long-term dy-
namics is still open for any general solution, but some results are available when
the equation is considered on a thin domain or restricted to a periodic solution
on a shell domain that excludes zero. In this paper, we worked with the ra-
dially symmetric solutions of Kuramoto-Sivashinsky equation in a shell domain
Ω = {x ∈ Rn such that 0 < r0 < ∥x∥ < R0} and established a time-independent
bound for the L2 norm of the radially symmetric solutions. In particular, we proved

that lim sup
t→∞

(

∫ R0

r0

|u(t, r)|2dr

)1/2

≤ Cr0
(R0 − r0)

3/2 and we explicitly calculate

the dependence of the constant Cr0
on 1

r0
. This is important when r0 tends to 0

since it might shed some light on the potential formation of singularity at the origin
and is subject of future research. Thus we were not able to prove similar bounds
for the whole disk/ball, but our results can be interpreted as showing that if the
dimension is high enough there is no singularity at the origin. In particular if one

considers the standard L2−norm in polar coordinates on Rn as
∫ R0

r0
|u(t, r)|2rn−1dr

instead of the norm that we have used one gets no singularity at zero in dimension
seven and above immediately. This result does not seem optimal and we are cur-
rently working on the regularity and long time behavior for axisymmetric solutions
of the same equation of the form rsu(r) for an appropriate power s in the standard
norm. We have written the paper using the same norm and Neumann boundary
conditions as in [1].

Although these boundary conditions are quite standard when dealing with ra-
dial and axisymmetric solutions, it might be of interest to consider similar problem
with different boundary conditions. Our initial calculations show that one can
get analogous results in many different situations and the question becomes which
boundary conditions are most interesting for the applications.

Finally, it might be feasible to reconsider the general solutions of the Kuramoto-
Sivashinsky equation in higher dimensions. We have proved the result using Lya-
punov function methods that work fairly well in the case of one variable only. If
one considers general solution in dimension two and higher the resulting equations
contain mixed nonlinear terms that are very hard to treat using coercivity. It might
be possible to drop the radial symmetry assumptions, but still use polar coordi-
nates to respect the geometry of the circle to prove similar results by extending the
methods used in this paper. This is going to require additional estimates beyond
the scope of this work. These questions will be the subject of a future investigation.
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