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a b s t r a c t

Motivated by the NLS and KdV linearizations near traveling waves, we study general forms of such
operators. We prove a priori bounds on the unstable spectrum, by showing that if any unstable
spectrum exists, it is contained in a strip around the real axis, with an explicit estimate of its width
in terms of the potentials. To the best of our knowledge, this is the first result of this nature in the
literature. We show that all sufficiently large (relative to the potential) pure imaginary eigenvalues are
necessarily simple. In the case of spectral stability, we show optimal, at most polynomial in time, L2
bounds for the associated semigroups generated such linearized operators. As it is for finite matrices,
the power rate matches the maximal size of any Jordan block minus one.
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1. Introduction

The study of spectral and orbital stability of traveling waves,
oth spatially periodic and solitary, of Hamiltonian PDEs has
een tremendous advances in the last three decades. Around
990, Grillakis, Shatah and Strauss [1,2] described the stability
heory of infinite dimensional Hamiltonian systems in an abstract
ormulation that is suitable for use in various different models of
olitary waves in the presence of symmetry. See also [3], which
s relevant to the equations discussed here. The corresponding
eneralized eigenvalue problem, which determines the spectral
tability of such nonlinear waves, was studied later in [4] and [5],
here ‘‘index counting’’ results about the number of eigenvalues
ith positive, negative and zero real parts were introduced. These
ere improved and generalized later in [6–9] and [10]. One can

ind additional important applications referenced in the excellent
eview by Kapitula and Deconinck [11]. At the same time there
as been a myriad of novel results on the orbital stability of
patially periodic solutions for Hamiltonian PDEs. Some of these
all under the ‘‘energy methods’’ strategy, classically proposed
y [1,2] and further developed for periodic waves in [12]. Ex-
mples of such are given by [13,14] for the NLS as well as [15–
7] and many others. However, if one considers ‘‘subharmonic’’
erturbations, then the second variation of the energy functional
ontains additional negative eigenvalues and direct application
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of the standard energy method is impossible. In such situations,
extra care and the use of inverse scattering techniques and higher
level conserved quantities is needed in order to perform stability
analysis of the waves. Examples of such results are [18] for NLS
and [19] for Dirac solitons, see also [11] and [20]. These are not
the main focus of our investigations here, although the methods
we use have their origins in the same tradition and are of similar
flavor. Rather, we want to investigate the NLS and the general-
ized KdV waves searching for optimal bounds for the associated
semigroups in the cases when spectral stability holds.

The nonlinear Schrödinger equation is an ubiquitous model in
quantum mechanics, which has been extensively studied in the
literature. To fix notations, we consider it posed in the form

iut + ∆u + f (|u|2)u = 0, t > 0, x ∈ Rd or x ∈ [−L, L]d. (1)

for an appropriate non-linearity f . In both the unbounded and
bounded cases, we assign the standard boundary conditions, ex-
pressed though the domain of the Laplacian H2(Rd) (H2

per [−L, L]d
espectively), which makes the Laplacian a self-adjoint operator.

Another model that will be of interest is the generalized KdV
quation, which we will only consider in the periodic setting.
amely, we seek real-valued solutions of the following PDE

t + uxxx + ∂x(f (u2)u) = 0, x ∈ R or − L < x < L (2)

xistence and uniqueness (and more generally well-posedness)
or the Cauchy problems for (1) and (2), have been well-
nderstood, after an extensive study in the last forty years,
oth in the infinite domains and in the periodic setting. For our
urposes, it suffices to say that for nice enough functions f , local
n time solutions exist, whenever the initial data is say in the class
1. In many cases, (such as the focusing case, f > 0 : f (z) =

https://doi.org/10.1016/j.physd.2020.132738
http://www.elsevier.com/locate/physd
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+ O(zN+1) for sufficiently large N), solutions may experience

blow up in finite time, even for very smooth and well-localized
initial data. On the other hand, in the defocussing cases and in
the focusing cases with low power nonlinearity, H1 conservation
aw, which is valid for both the NLS and the KdV models

[u] =

∫
|∇u(x)|2dx −

∫
F (|u(x)|2)dx, F ′

= f ,

revents blow-up in finite time. We will not discuss any further
he well-posedness issues, as we focus our work on a different
spect of the dynamics, namely the behavior close to special
olutions. Next, we describe some relevant background material.

.1. Special solutions and the corresponding linearized problems

If one considers a standing wave solution, in the form eiωtϕ(x)
f the NLS model (1), with real-valued ϕ, we obtain the profile
quation

− ∆ϕ + ωϕ − f (ϕ2)ϕ = 0, x ∈ Rdor x ∈ [−L, L]d. (3)

imilarly, we find traveling wave solutions of the generalized KdV
roblem (2) as follows. We take the ansatz in the form ϕ(x−ωt).
n the whole line case, we work under the assumption that ϕ

anishes at ±∞, while we assume periodic boundary conditions
n the case −L < x < L. In each case, we integrate the associated
DE once and we obtain

− ϕ′′
+ ωϕ − f (ϕ2)ϕ = a, x ∈ R or − L < x < L, (4)

here a = 0 in the case x ∈ R and it is an arbitrary constant
f integration otherwise. The elliptic problems (3) and (4) are
ell-known instances of the Newton’s equation, which at least

n one spatial dimension admits solutions in quadratures. We will
enceforth assume that such solutions ϕ (with appropriate prop-
rties) exist, and we shall concentrate instead on the question of
he dynamics of the data near them.

More specifically, we consider the linearization about these
pecial solutions. Linearize around the standing wave eiωtϕ, that
s take u = eiωt

[ϕ + v] and further split the real and imaginary
arts. Ignoring O(|v|

2) terms, we obtain, after some algebraic
anipulations, the linear system for v1 := ℜv, v2 := ℑv,

t

(
v1
v2

)
=

(
0 1

−1 0

)(
L1 0
0 L2

)(
v1
v2

)
. (5)

here

1 = −∆ + ω − f (ϕ2) − 2ϕ2f ′(ϕ2),

2 = −∆ + ω − f (ϕ2)

assing to the eigenvalue form of the problem (5),
(

v1
v2

)
→

λt
(

v1
v2

)
,(

0 1
−1 0

)(
L1 0
0 L2

)(
v1
v2

)
= λ

(
v1
v2

)
(6)

For the generalized KdV problem, we take u(t, x) = ϕ(x − ωt) +

v(t, x − ωt), which after ignoring O(v2) terms, brings about the
eigenvalue problem

vt = ∂x(−∂2
x v + ωv − (f (ϕ2) + 2ϕ2f ′(ϕ2)v)) = ∂xL1v,

in the previous notations. Passing to the eigenvalue formulation
v → eλtv, yields

∂xL1v = λv (7)
 s

2

1.2. Motivation

As we saw above, both eigenvalue problems (6) and (7) are in
the form JLv = λv, where J ∗

= −J , L∗
= L. More precisely,

in the NLS case, we have

J =

(
0 1

−1 0

)
,L =

(
L1 0
0 L2

)
(8)

where D(L) = H2
× H2, while in the KdV example

J = ∂x,L = L1, (9)

with D(L1) = H2. Note that in both examples, the operator L is a
(matrix) Schrödinger operator in the form L1,2 = −∆ + ω − V1,2,
where V1,2 are generally smooth potentials. It is not hard to estab-
lish (and generally well-known), that the Hamiltonian linearized
operators JL of the form arising in (6) and (7) generate a C0
semigroup on L2, under very general conditions on the potentials.

It is of interest whether or not such semigroups satisfy the
spectral mapping theorem. In particular, if the linearized operator
JL does not have unstable spectrum, is it true that the semigroup
maps L2 into itself, uniformly in time?

Another interesting question, which comes up often in ap-
plications2 is where is the unstable spectrum of JL possibly
located? That is, is there a way to reduce the search for unstable
spectrum to some a priori determined, possibly small region.
More precisely, we pose and eventually address the following.

Question 1. Under natural assumptions on the potentials V1, V2,
give reasonable bounds on the location of the spectrum of JL for
the cases of the NLS semigroup (8) and the KdV semigroup (9).

In fact, we consider this question in its more general form,
namely, we consider general second order Schrödinger operators

L1 = −∆ − V1,

L2 = −∆ − V2.

and we are interested in the location of the spectrum as posed in
Question 1. More specifically, assume that the semigroup gener-
ator JL is either in the form

J =

(
0 1

−1 0

)
,L =

(
−∆ − V1 0

0 −∆ − V2

)
,

or

J = ∂x,L = −∂2
x − V ,

where V1, V2, V will be only assumed to be bounded functions (in
the respective function classes), without any relation to the par-
ticular form as they arise in the linearized operators, (5) and (7).
For this general class of operators, we also address the question
for polynomial bounds. That is,

Question 2. Assume spectral stability, that is σ (JL) ⊂ iR. Under
what extra assumptions on V1, V2 (V respectively), one has at most
polynomial bounds. More precisely, does there exist a constant C, so
that

∥etJL
∥L2→L2 < CtN? (10)

1.3. Main results

We start with the Schrödinger case.

2 For example in numerical runs for finding instabilities of Hamiltonian
ystems of this sort.
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.3.1. Schrödinger case
Our first result addresses Question 1, in the context of the

chrödinger semigroup (8).

heorem 1 (The Spectrum of the Linearized NLS Lies Inside Horizon-
tal Strip). Let d ≥ 1, L > 0 and Ω = Rd or Ω = [−L, L]d. Assume
that V1, V2 be real valued and bounded functions and set

V :=
V1 + V2

2
.

Then, the operator

JL =

(
0 1

−1 0

)(
−∆ + V1 0

0 −∆ + V2

)
(11)

with D(JL) = H2(Ω)×H2(Ω) generates a C0-semigroup on L2(Ω).
More importantly, its spectrum satisfies

σ (JL) ⊂ iR ∪ {z : ℜz ̸= 0, |ℑz| ≤ 2∥V∥L∞}.

Equivalently, all potential spectral instabilities of JL lie inside the
strip

{z : |ℑz| ≤ 2∥V∥L∞}.

Remark. Note that Theorem 1 applies to both the unbounded case
Ω = Rd and the periodic case Ω = [−L, L]d.

Next, we address the question for the time behavior of the
semigroup’s L2 bounds, but only for the case d = 1 and periodic
boundary conditions Ω = [−L, L]. By rescaling, we can easily
reduce the general case to L = π or Ω = [−π, π], so we assume
this henceforth.

Before we state the result, let us introduce some notations.
Assume spectral stability for the operator JL, that is σ (JL) ⊂ iR.
By classical arguments, it is clear that σ (JL) consists of point
spectrum of finite multiplicity only. Due to Hamiltonian invari-
ance, for every iµ ∈ σ (JL)∩ iR, we have that −iµ ∈ σ (JL)∩ iR.
In addition, each pair ±iµj has some algebraic multiplicity nj and
geometric multiplicity associated to it, which is the number of

inearly independent eigenvectors lj ≤ nj. In the case lj < nj, we
ave two copies of Jordan blocks to each pair, so let us denote
heir lengths by n1

j ≤ · · · ≤ n
lj
j , so that nj = n1

1 + · · · + n
lj
j . We

ave the following result.

heorem 2. Let V1, V2; [−π, π] → R be bounded, real-valued
unctions and set V =

V1+V2
2 . Then the spectrum of σ (JL) consists

of eigenvalues with finite multiplicity, accumulating only at infinity.
Next, assume spectral stability, that is σ (JL) ⊂ iR. Then all
eigenvalues ±iµ ∈ σ (JL) ∩ iR, with |µ| > 2max(∥V∥L∞ , 1)
are simple. Denote the remaining, (finitely many) eigenvalues by
{±iµ1, . . . ± iµN} = σ (JL) ∩ {iµ : |µ| ≤ 2max(∥V∥L∞ , 1)}. Then,
in the notations above, there exists a constant C, so that

∥etJLf ∥L2 ≤ Ctmaxj∈[1,N] n
lj
j −1

∥f ∥L2 . (12)

In particular, if all eigenvalues of JL are simple (or more gener-
ally their algebraic and geometric multiplicities match), then the
semigroup is time uniformly bounded on L2,

sup
0≤t<∞

∥etJL
∥B(L2) ≤ C .

Remarks.

• In the case of a general L > 0, the cutoff above which one
finds only simple pure imaginary eigenvalues ±iµ, becomes
|µ| > 2max(∥V∥ ∞ , L2 ).
L π2 m

3

• In order to state the power bound (12) in its current form,
we need to impose the assumption of spectral stability —
σ (JL) ⊂ iR. While it is possible to state the result in the
general case,3 we chose this formulation, due to the fact that
the main interest in (12) is in the case of spectral stability.

• The results in [10] offer similar uniform bound on the cen-
tral manifold associated to (a much more general form) JL
— see Theorem 2.2, [10]. One has to note though that an
application of these results to operators in the form (11),
imply that the semigroup etJL, obeys the bound supt>0
∥etJL

∥H1 ≤ CtN−1
∥f ∥H1 , where N is the size of the largest

Jordan block associated to any purely imaginary eigenvalue
of. On the other hand, our results apply to the more natural
space L2.
More specifically, Lin and Zeng, [10] work within the Pon-
tryagin framework, which necessitates that they use the
norms induced by the domains of the quadratic forms of
the self-adjoint piece L, in this case H1. Our approach is of
completely different nature, as it permits the use of L2 space.
It is worth noting that the H1 bounds in Theorem 2.2, [10]
follow from (12).

• Lastly, the direct method for the proof of the power bound
(12) should allow for other problems to be considered,
which are not necessarily covered by [10]. Indeed, in the
framework of Pontryagin spaces, one needs the self-adjoint
operators to be semi-bounded. Thus, operators with infinite
Morse index or with sign indefinite Hamiltonians, who will
not be treatable with the Pontryagin’s techniques, certainly
can be analyzed with the methods developed in this paper.

.3.2. KdV case
We now state the main results for the KdV case. As one can

ee, the results here — both the ones concerning Questions 1 and
are not as precise as those for the Schrödinger case. This is
artly due to the fact that the operator J = ∂x (and its inverse,
n the space L20 = L2 ∩ {u :

∫
u(x)dx = 0}) is less explicit to work

ith.

heorem 3 (The Spectrum of the Linearized KdV Lies Inside a Hori-
ontal Strip). Let V : [−π, π] → R be a real-valued potential, V ∈
1
[−π, π]. Then, the spectrum of the operator ∂x(−∂2

x −V ) consists
f eigenvalues with finite multiplicity, with only accumulation point
t infinity. The operator generates a C0 semigroup on L2[−π, π]. In
ddition, there exists an absolute constant C, so that

(∂xL) ⊂ iR ∪ {z : ℜz ̸= 0, |ℑz| ≤ C max(∥V∥
3
L∞ , 1)}.

quivalently, all instabilities of ∂xL lie inside the strip {|ℑz| ≤

max(∥V∥
3
L∞ , 1)}.

Our next theorem shows at most polynomial in time growth
or et∂x(−∂2x −V ), assuming spectral stability.

heorem 4. Let V be a real-valued potential. Assume spectral
tability, that is

σ (∂x(−∂2
x − V )) ⊂ iR. Then,

et∂x(−∂2x −V )f ∥L2 ≤ CtN−1
∥f ∥L2 , (13)

here N is the size of the largest Jordan block associated to any
urely imaginary eigenvalue of ∂x(−∂2

x − V ).
If all (purely imaginary) eigenvalues of JL are simple or more

enerally, their algebraic and geometric multiplicities coincide, then
he semigroup is time-uniformly bounded on L2,

sup
≤t<∞

∥etJL
∥B(L2) ≤ C .

3 With corresponding exponentially decaying or growing factors, equal to the
aximal real part of the eigenvalues in σ (JL).
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The plan of the paper is as follows. In Section 2 we collect
some preliminary and well-known facts about the operators we
are working with, their specta and long-time behavior. Impor-
tantly, we state and prove Gomilko type bounds for self-adjoint
operators, an interesting result that will be very useful for the
rest of the paper. In Section 3 we construct resolvents for the NLS
operator, while in Section 4 we do the same for the KdV problem.
In Section 5 we use Gomilko’s criteria to prove uniform bounds
for the NLS semigroup by splitting the cases of low frequencies
from those of high frequency. Finally, Section 6 does the same
for the KdV bounds.

2. Preliminaries

We start with some basics regarding Fourier series. For a
locally integrable function f : [−L, L] → C, define its Fourier
coefficients

f̂ (k) =
1
2L

∫ L

−L
f (x)e−ikπ x

L dx, k = 0, ±1, ±2, . . . .

hen, in L2[−L, L] sense,

(x) =

∞∑
k=−∞

f̂ (k)eikπ
x
L , −L ≤ x ≤ L.

nd the Plancherel’s identity takes the form ∥f ∥2
L2

= 2L
∑

∞

k=−∞

f̂ (k)|
2
. For every integer k, define the symmetric operators

kf (x) = f̂ (k)eikπ
x
T , P|k| = Pk + P−k, P̸=|k| = Id − P|k|.

It is well-known fact that for a self-adjoint (generally unbounded)
operator H, acting on a Hilbert space H , there is the resolvent
bound

∥(H − (µ + iq))−1
∥B(H) =

1
dist(µ + iq, σ (H))

≤ |q|−1. (14)

for all µ, q ∈ R.

2.1. Some semigroups basics

We work with the standard notion of strongly continuous or
C0 semigroup, namely that on a fixed Banach4 space X , there is a
family of bounded operators {T (t)}t≥0 ⊂ B(X), so that T (0) = Id,
T (t+s) = T (t)T (s) and for every x ∈ X : limt→0+ ∥T (t)x−x∥X = 0.
It is well-known that such semigroups are associated to (generally
unbounded) linear operators, A called generators, defined via

D(A) = {x ∈ X : lim
t→0+

T (t)x − x
t

− exists },Ax := lim
t→0+

T (t)x − x
t

,

o that T (t)f = etAf , in appropriate sense, namely as the unique
olution, at time t of the initial value problem ut = Au, u(x, 0) =

(x). Such operators A must obey a number of properties to do
so, but we will not touch upon that. Importantly, it is well-known
that for each C0 semigroup there is an estimate ∥etA∥B(X) ≤ Ceωt ,
hich allows one to introduce the growth bound

0(A) = inf{ω : ∥etA∥B(X) ≤ Ceωt
}.

If for every δ > 0, there is Cδ , so that the bound ∥etA∥B(X) ≤

Cδe(γ+δ)t holds, then

ω0(A) ≤ γ .

An easy to verify condition for C0 semigroup generation is dissi-
pativity, which we restrict to Hilbert spaces.

4 Which usually for us will be a Hilbert space.
4

Theorem 5. Let H be a Hilbert space and (A,D(A)) is closed,
ensely defined operator. Then, the following are equivalent:

(1) A is a dissipative operator. That is

ℜ⟨Ax, x⟩ ≤ 0. (15)

(2) A generates a semigroup of contractions.

The theorem is essentially a corollary of the Lumer–Phillips
heorem. The necessity is well-documented, see for example
roposition 3.23, p. 88, [21]. The sufficiency of the condition is
s follows: (15) implies that A∗ is dissipative as well. Then, one
an show that for all λ > 0, λ − A is surjective, hence by
umer–Phillips one gets that A generates a semi-group of con-
ractions. This argument is carried out in full detail in Corollary
.17, p. 84, [21].
An easy corollary of Theorem 5 is the following.

orollary 1. Let H be a Hilbert space and the closed, densely defined
perator (B,D(B)) satisfies

⟨Bx, x⟩ ≤ ω∥x∥2. (16)

or some ω ∈ R and every x ∈ D(B). Then B generates a C0
semigroup, with growth bound ω0(B) ≤ ω.

Corollary 1 follows by applying Theorem 5 to A := B − ω.

2.2. The JL operators generate C0 semigroups

In both cases of NLS and KdV problems, the operators are triv-
ially relatively bounded perturbations of the corresponding con-
stant coefficient operators. We now prove the claims regarding
semi-group generation in Theorems 1 and 3.

Let us first discuss the NLS case, that is the semi-group intro-
duced in (11), when V1, V2 are bounded potentials.

2.2.1. The NLS case
Our main tool in this will be the bounded perturbation theo-

rem, see Theorem 1.3, p. 158, [21], which states that (A,D(A))
generates a semi-group and B is bounded, then (A + B,D(A))
generates semi-group as well. As we apply this result to the
operators

A =

(
0 1

−1 0

)(
−∆ 0
0 −∆

)
,B =

(
0 1

−1 0

)(
V1 0
0 V2

)
and B is bounded, it clearly suffices to show that (A,H2(Ω) ×

H2(Ω)) generates a semi-group on L2(Ω) × L2(Ω). Elementary
alculations show

tA
=

(
0 1

−1 0

)
sin(−t∆) + Id2 cos(−t∆),

here the operators sin(−t∆), cos(−t∆) are defined via the
emi-groups e±it∆, which in turn can be realized via the Fourier
nversion/Fourier series formulas. Thus, A generates a C0 semi-
roup and hence the JL operator in the form (11) generates one
s well.

.2.2. The KdV case
In the KdV case, we need to rely on Corollary 1 instead. We

ave A = ∂x(−∂2
x +V ), a closed, densely defined operator, D(A) =

3([−L, L]), so we need to verify (16). We clearly have for every
∈ H3(Ω), ℜ⟨−∂3

x f , f ⟩ = 0, so it remains to estimate

⟨∂x(Vf ), f ⟩ = −ℜ

∫
Ω

Vf f̄ ′dx = −
1
2

∫
Ω

V∂x|f |2dx

=
1
2

∫
Ω

V ′(x)|f (x)|2dx ≤ ∥V ′
∥L∞∥f ∥2.

Thus, we have established (16), with ω = ∥V ′
∥L∞ and ∂x(−∂2

x +V )
generates a semigroup.
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.3. Gearhart–Prüss and Gomilko’s theorems

We begin with a statement of the celebrated Gearhart–Prüss
heorem — see Theorem 2.16, p. 97, [22].

heorem 6. Let A generate a strongly continuous semi-group on a
omplex Hilbert space H. Then, the following are equivalent

• C+ := {ℜz > 0} ⊂ ρ(A) and

sup
z:ℜz>0

∥(z − A)−1
∥B(H) < ∞

• ω0(A) < 0 or equivalently, there exist δ > 0 and a constant
C, so that

∥etA∥B(H) ≤ Ce−δt . (17)

Let us make some comments regarding this formulation of
he theorem, as there are various (essentially) equivalent versions
vailable in the literature. To start, we can use a straightforward
orollary of the inversion formula for the Laplace transform to
epresent (A − z)−1

= −
∫

∞

0 e−ztetAdt , whenever A satisfies
17) and z : ℜz > −δ, which means that in this case {ℜz >

δ} ⊂ ρ(A). In particular, {ℜz = 0} ⊂ ρ(A). Conversely, one
sually checks the following sufficient condition for (17), namely
ℜz ≥ 0} ⊂ ρ(A) and supµ∈R ∥(iµ − A)−1

∥B(H) < ∞. In fact, we
ave the following corollary.

orollary 2 (Gearhart–Prüss - Second Version). Let A generate
strongly continuous semi-group on a complex Hilbert space H.
ssume that {ℜz ≥ 0} ⊂ ρ(A) and

:= sup
µ∈R

∥(iµ − A)−1
∥B(H) < ∞.

hen, ω0(A) < 0.

emark. As mentioned above, the converse is also true, since
0(A) implies {ℜz > −δ} ⊂ ρ(A) and then, one gets the uniform
esolvent bounds on the imaginary axes by the representation
A − z)−1

= −
∫

∞

0 e−ztetAdt .

roof. First, by the resolvent identity we have that for all δ ∈ R,

δ + iµ − A)−1(1 + δ(iµ − A)−1) = (iµ − A)−1.

y Neumann series expansions, for all δ : |δ| < δ0 :=
1
2M ,

e have that (1 + δ(iµ − A)−1) is invertible for all µ ∈ R
and ∥(1 + δ(iµ − A)−1)−1

∥B(H) ≤ 2. Thus, (δ + iµ − A)−1
=

(iµ − A)−1(1 + δ(iµ − A)−1)−1 and

sup
µ∈R

∥(δ + iµ − A)−1
∥B(H) ≤ 2 sup

µ∈R
∥(iµ − A)−1

∥B(H) = 2M.

Thus, we have shown

sup
z:−δ0≤ℜz≤δ0

∥(z − A)−1
∥B(H) < ∞. (18)

Thus, s0(A) ≤ −δ0 < 0. Thus, one has the Laplace transform
representation

T (t)x =
1
2π

∫
∞

−∞

e(a+iµ)t (a + iµ − A)−1dµ

=
1

2π t

∫
∞

−∞

e(a+iµ)t (a + iµ − A)−2dµ (19)

or all a > s0(A), see Theorem 3.8, [22].
For the rest, we follow the proof of the Gearhart–Prüss theo-

em from [22], see Theorem 2.16, p. 97, with minor modifications.
5

We need to show∫
∞

−∞

|⟨(is − A)−2x, y⟩|ds < ∞ (20)

for all x, y ∈ H , see Theorem 2.15, [22].
For a > ω0(A), due to the representation of the resolvent

(a + iµ − A)−1 as a Laplace transform of e−atT (t), (19), we have
rom Plancherel’s identity∫

∞

−∞

∥(a + iµ − A)−1x∥2dµ =

∫
∞

0
e−2at

∥T (t)x∥2dt < ∞. (21)

or each x ∈ H . By the resolvent identity

(iµ−A)−1
∥ = ∥(I+a(iµ−A)−1)(a+ iµ−A)−1

∥ ≤ (1+Ma)∥(a+ iµ−A)−1
∥

whence from (21), for all x ∈ H ,∫
∞

−∞

∥(iµ − A)−1x∥2dµ < C∥x∥2 (22)

pplying the same arguments to A∗, we obtain, for all x ∈ H ,∫
∞

−∞

∥(iµ − A∗)−1x∥2dµ < C∥x∥2 (23)

learly, (23) and (22) imply (20), hence by (19)

⟨T (t)x, y⟩| ≤
1

2π t

∫
∞

−∞

|⟨(iµ − A)−2x, y⟩|dµ ≤
C∥x∥∥y∥

t

Hence ∥T (t)∥ → 0 and this implies ω0(A) < 0. □

As useful as this Gearhart–Pruss result is, it fails to distin-
uish between exponentially decaying semigroups (i.e. growth
ound ω(A) < 0) and uniformly in time bounded semigroups,
hich means slightly more than ω0(A) = 0. Such result is
vailable in the literature. We state a precise version of it, due
o Gomilko, [23], see also Theorem 1.1, p. 82, [22].

heorem 7 (Gomilko). Let A generate a C0 semigroup on a Hilbert
pace H. Then, the following are equivalent:

• C+ ⊂ ρ(A) and there is a constant C, so that for any f ∈ H

sup
δ>0

δ

∫
∞

−∞

[∥(A−(δ+iµ))−1f ∥2
H +∥(A∗

−(δ+iµ))−1f ∥2
H ]dµ ≤ C∥f ∥2

H .

(24)

• etA is uniformly bounded on H, i.e.

sup
0<t<∞

∥etA∥H→H < ∞.

ote that it suffices to assume the condition (24) only for all small
nough δ > 0, say 0 < δ < 1. That is, if C+ ⊂ ρ(A) and

sup
0<δ<1

δ

∫
∞

−∞

[∥(A−(δ+ iµ))−1f ∥2
H +∥(A∗

−(δ+ iµ))−1f ∥2
H ]dµ ≤ C∥f ∥2

H .

(25)

hen etA is uniformly bounded.

Besides obvious applications to uniformly bounded semi-
roups, Gomilko’s criteria may be used to identify equality in the
rowth bounds as follows. Suppose that a condition reminiscent
f (24)

sup
>δ0

∫
∞

−∞

[∥(A − (δ + iµ))−1f ∥2
H + ∥(A∗

− (δ + iµ))−1f ∥2
H ]dµ

≤ C ∥f ∥2 , (26)
δ0 H
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olds for every δ0 > 0. Then, we claim that for all ϵ > 0, there is
ϵ , so that ∥etA∥B(H) ≤ Cϵeϵt . Indeed, (26) implies

sup
0<α<1

α

∫
∞

−∞

[∥(A − δ0 − (α + iµ))−1f ∥2
H

+ ∥(A∗
− δ0 − (α + iµ))−1f ∥2

H ]dµ

≤ Cδ0∥f ∥
2
H ,

By (25), this means that A − δ0 generates uniformly bounded
semigroup for every δ0 > 0. That is, ∥etA∥B(H) ≤ Cδ0e

δ0t . Thus,
according to our previous remarks, we must have that ω0(A) ≤ 0.

2.4. Gomilko type bounds for self-adjoint operators

The following lemma is a consequence of Theorem 7, but
we present its direct proof in order to introduce some useful
techniques for our subsequent arguments.

Lemma 1. Let M be a self-adjoint operator on a Hilbert space H.
Then,

sup
δ>0

δ

∫
∞

−∞

∥(M − µ + iδ)−1f ∥2
Hdµ ≤ C∥f ∥2

H .

roof. The lemma follows by applying abstract results as follows.
y the Stone’s theorem, iM generates a group of isometries,
eitM∥B(H) = 1. Thus, by the necessity in Gomilko’s theorem

up
δ>0

δ

∫
∞

−∞

∥(iM − (δ + iµ))−1f ∥2
Hdµ ≤ C∥f ∥2

H .

his is of course equivalent to the claim in the Lemma.
We proceed with a simple direct proof, to illustrate some ideas

hat will be useful later on. Consider the spectral decomposition
or M, namely Mf =

∫
σ (M) λdEλ. We have∫

∞

−∞

∥(M − µ + iδ)−1f ∥2
Hdµ∫

∞

−∞

⟨(M − µ + iδ)−1f , (M − µ + iδ)−1f ⟩dµ =∫
∞

−∞

⟨(M − µ + iδ)−1(M − µ − iδ)−1f , f ⟩dµ∫
∞

−∞

∫
σ (M)

1
|λ − µ|

2
+ δ2

d⟨Eλf , f ⟩dµ∫
σ (M)

⟨Eλf , f ⟩
(∫

∞

−∞

1
|λ − µ|

2
+ δ2

dµ
)
dλ

πδ−1
∫

σ (M)
⟨Eλf , f ⟩dλ = πδ−1

∥f ∥2
L2 . □

. Construction of the NLS resolvent and absence of unstable
pectrum outside a strip

We start with a derivation of a convenient representation of
he resolvent of the operator JL in the form (11).

.1. Resolvent formulas for NLS

Clearly, since J−1
= −J , we have

JL − (δ + iµ))−1
= (J [L + J (δ + iµ)])−1

= −[L + J (δ + iµ)]−1J ,

(JL)∗ − (δ + iµ))−1
= ([L − J (δ + iµ)]J )−1

= −J [L − J (δ + iµ)]−1

learly, in order to study the resolvent operator (JL−(δ+iµ))−1,
t suffices to construct (L + J (δ + iµ))−1. Write z = [L ± J (δ +
6

µ)]−1f , that is(
−∆ − V1 0

0 −∆ − V2

)
±

(
0 1

−1 0

)
(δ + iµ)]z = f . (27)

epresenting

0 1
−1 0

)
= S

(
−i 0
0 i

)
S−1, S =

(
i −i
1 1

)
nd some algebraic manipulations leads to the equivalent to (27)
orm(

−∆ − V ± (µ − δi) −V
V −∆ − V ∓ (µ − δi)

)
z = f (28)

here V :=
V1+V2

2 . At this point, it is clear that the estimates
equired for the two cases are symmetric, so we consider the
esolvent in the form(

−∆ − V − µ + iδ −V
V −∆ − V + µ − iδ

)
z = f (29)

oreover, the case µ > 0 and µ < 0 are symmetric as well, so
e just concentrate on the case µ > 0. We have{
(−∆ − V − µ + iδ)z1 − Vz2 = f1
(−∆ − V + µ − iδ)z2 + Vz1 = f2

(30)

learly, for µ > µ0 ≫ 1, the second equation is easily resolvable,
ince (−∆ − V + µ) > µ − V >

µ

2 , for large enough µ0. In fact,
y elementary estimates for self-adjoint operators

(−∆ − V + µ)−1
∥L2→L2 + ∥(−∆ − V + µ − iδ)−1

∥L2→L2 ≤ Cµ−1,

or an absolute constant C . We can express z2 from the second
quation in (30) as follows

2 = (−∆ − V + µ − iδ)−1f2 − (−∆ − V + µ − iδ)−1Vz1, (31)

or as long as (−∆ − V + µ − iδ)−1 exists.
Using this relation in the equation for z1 in (30), we obtain the

ollowing equation for z1

−∆−V−µ+iδ)z1+V (−∆−V+µ−iδ)−1Vz1 = V (−∆−V+µ−iδ)−1f2+f1.

ote that this last equation is autonomous for z1, which means
hat we can concentrate on it for the time being and then use the
esults in (31) to derive the equation for z2.

By the resolvent identity

−∆−V+µ−iδ)−1
= (−∆−V+µ)−1

−iδ(−∆−V+µ−iδ)−1(−∆−V+µ)−1,

whence we finally derive an equation for z1 in the form,

(−∆ − V + V (−∆ − V + µ)−1V − µ + iδ)z1 =

= iδV (−∆ − V + µ − iδ)−1(−∆ − V + µ)−1Vz1

+ V (−∆ − V + µ − iδ)−1f2 + f1.

his will be our final form of the resolvent equation, so for
onvenience we introduce the two self-adjoint operators

0 := −∆ − V

H := −∆ − V + V (−∆ − V + µ)−1V

ote that the operator appearing in front of z1, (H − µ + iδ) is
nvertible, as σ (H) is real. Clearly, the norm of the inverse may be
arge, depending on µ (namely, if dis(µ, σ (H)) = O(δ)), namely of
rder δ−1, which is the challenge in its estimation. On the other
and, note that the other operators in the formula in front of
1 have norms O(µ−2), which allows one, at least for large µ to
nvert the operator on the left of (32) via von Neumann.
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In any case, we can rewrite the equivalent system for z1, z2 as
follows

(I − iδ(H − µ + iδ)−1V (H0 + µ − iδ)−1(H0 + µ)−1V )z1(µ) = (32)
= (H − µ + iδ)−1V (H0 + µ − iδ)−1f2 + (H − µ + iδ)−1f1.

2(µ) = (H0 + µ − iδ)−1f2 − (H0 + µ − iδ)−1Vz1(µ). (33)

e have shown the following

roposition 1. Let δ > 0. Then, the resolvent (L − J (δ + iµ))−1

or µ > ∥V∥L∞ is given by the implicit relations (32) and (33).

.2. Absence of spectrum for the NLS generator in {z : ℜλ ̸=

, |ℑλ| > 2∥V∥L∞}

We are now ready to show that there cannot be unstable
pectrum of the JL with imaginary part larger than 2∥V∥L∞ .

roposition 2. Let V1, V2 be bounded real-valued potentials, V =

1 + V2. Then,

(JL) ∩ {ℜλ ̸= 0, |ℑλ| > 2∥V∥L∞} = ∅.

n other words, if λ ∈ σ (JL), then either ℜλ = 0 or |ℑλ| ≤

∥V∥L∞ .

roof. The claim of the proposition will follow from the in-
ertibility of JL − (δ + iµ) for all δ ̸= 0, |µ| > 2∥V∥L∞ . By
amiltonian symmetries, it suffices to consider the case when
> 0, µ > 2∥V∥L∞ .
As we have discussed above, the invertibility of JL− (δ + iµ)

s equivalent to bounds for z1, z2 in (32) and (33) in the form

z1∥L2 + ∥z2∥L2 ≤ Cµ,δ(∥f1∥L2 + ∥f ∥L2 ). (34)

y the self-adjointness of H0 and the fact that µ − V ≥
µ

2 (since
µ > 2∥V∥L∞ ), so −∆ + µ − V >

µ

2 , we have the bounds

(H0 + µ)−1
∥B(L2) <

2
µ

, ∥(H0 + µ − iδ)−1
∥B(L2) <

2
µ

.

urther, by the self-adjointness of H, we have that

∥(H − µ + iδ)−1
∥ ≤ δ−1.

All in all, we obtain the following estimate

∥δ(H−µ+iδ)−1V (H0+µ−iδ)−1(H0+µ)−1V∥B(L2) ≤
4∥V∥

2
L∞

µ2 < 1,

ccording to µ > 2∥V∥L∞ . It follows that the operator on the left-
and side of (32), I− iδ(H−µ+ iδ)−1V (H0+µ− iδ)−1(H0+µ)−1V
s invertible and

(I − iδ(H − µ + iδ)−1V (H0 + µ − iδ)−1(H0 + µ)−1V )−1
∥B(L2)

≤
1

1 − 4µ−2∥V∥
2
L∞

.

As a consequence, we take ∥·∥L2 in (32) and we obtain the bounds

∥z1∥L2 ≤
2µ−1δ−1

∥V∥L∞∥f2∥L∞ + δ−1
∥f1∥L2

1 − 4µ−2∥V∥
2
L∞

. (35)

sing this estimate in (33), we obtain the bound for z2,

z2∥L2 ≤ 2µ−1
∥f2∥L2 + 2µ−1

∥V∥L∞∥z1∥L2 ≤

≤ 2µ−1
∥f2∥L2 + 2µ−1

∥V∥L∞
2µ−1δ−1

∥V∥L∞∥f2∥L∞ + δ−1
∥f1∥L2

1 − 4µ−2∥V∥
2
L∞

his shows absence of spectrum of σ (JL) off the imaginary axes
(as δ ̸= 0), in the strip ℑz > 2∥V∥L∞ . □
7

Remark. Note that the formula (35) and the estimate for z2 imply
that for a fixed δ, there is uniform bound for (JL − (δ + iµ))−1.
ore precisely, for each δ > 0, there exists Cδ , so that

sup
|µ|>∥V∥L∞

∥(JL − (δ + iµ))−1
∥ ≤ C . (36)

. Resolvent construction for the KdV problem and absence of
nstable spectrum outside a strip

We need to study the resolvent of the operator ∂xL1 =

x(−∂2
x −V ) on a periodic interval [−L, L], where V is a real-valued

otential. By rescaling, we can reduce to the case L = π , so we
ssume this henceforth. Thus,

(x) =

∞∑
k=−∞

f̂ (k)eikx, f̂ (k) =
1
2π

∫ π

−π

f (x)e−ikxdx,

Introduce the spectral parameter δ + iµ, where we take δ >

0, µ > 0, since the case µ < 0 is similarly explored based on
symmetry considerations.

We would like to construct the resolvent, whenever possible.
Most importantly, we would like to see whether the operator
∂x(−∂2

x −V )−(δ+iµ) has an inverse in L2per.[−π, π] and if so, what
is the dependence of (∂x(−∂2

x −V )−(δ+ iµ))−1 on the parameters
δ, µ especially as δ → 0+, while µ ≫ 1.

To set things concretely, let G be a given function and intro-
duce, for each µ ∈ R, F := [∂x(−∂2

x −V )−(δ+iµ)]−1G. As we have
shown, δ + iµ ∈ ρ(∂x(−∂2

x − V ) − (δ + iµ)), so F is well-defined.
That is

[∂x(−∂2
x − V ) − (δ + iµ)]F = G, −π ≤ x ≤ π. (37)

e need to show

sup
:0<δ<1

δ

∫
∞

−∞

∥F (µ)∥2
L2dµ ≤ C∥G∥

2
L2 .

he first step is to integrate (37) in [−π, π], which implies

ˆ (0) = −
1

δ + iµ
Ĝ(0), (38)

which resolves the zero modes completely, since
∫

∞

−∞

1
µ2+δ2

dµ =

δ−1.
From now, assume without loss of generality that both F ,G

are mean free, i.e. F̂ (0) = Ĝ(0) = 0. We apply ∂−1
x in (37), so we

obtain

[−∂2
x − V − iµ∂−1

x − δ∂−1
x ]F = ∂−1

x G, −π ≤ x ≤ π. (39)

ote that the operator −∂2
x −V −iµ∂−1

x is self-adjoint, while δ∂−1
x

is skew-symmetric. To simplify the calculations, take µ := ν3.

4.1. Some heuristics and strategy

Ignoring for a moment the potential term V and the non-self
adjoint term δ∂−1

x , we see that the linear term’s dispersion is of
the form

k2 −
µ

k
=

1
k
(k3 − ν3) =

1
k
(k − ν)(k2 + kν + ν2).

hus, the modulus of the dispersion function is small (and po-
entially zero), only k is very close to ν. In order to exploit
his quantitatively, let ]ν[ denote the closest integer to the real
umber ν. Then, for k ̸= k0(ν), we have that |k − ν| ≥

1
2 and

ence⏐⏐⏐k2 −
µ

k

⏐⏐⏐ ≥
1
4
max(k2, ν2)

k
. (40)

Thus, for large ν, it is easy to invert the operator on the left-
hand side of (39). The only problematic term is the one for which
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= k0(ν). We refer to this mode as the critical one, for a fixed
value ν.

Our strategy for the rest of the argument is to write, if possible,
the resolvent problem (39) in an equivalent form of the type

F = RF + T G, (41)

here the operator R has small norm in B(L2) (for large µ) and T
atisfies appropriate bounds in B(L2). This would allow us to solve
41) via Neumann series and get the bound ∥F∥L2 ≤ 2∥T G∥L2 .

4.2. Equations for the critical and non-critical modes: preliminary
steps

We would like to project Eq. (39) on the critical mode Pk0 .
Recall Pk0F (x) = F̂ (k0)eik0x, while F̸=k0 = F − Pk0F . So, for fixed
ν, apply Pk0 . Noting that

Pk0 (VF ) = Pk0 (VFk0 ) + Pk0 (VF̸=k0 ),

we have

(−∂2
x − iµ∂−1

x −δ∂−1
x )Fk0 −Pk0 (VFk0 ) = ∂−1

x Gk0 +Pk0 (VP̸=k0F ). (42)

For the non-critical mode, we project with P̸=k0 in (39). We
obtain, in a similar way,

(−∂2
x −iµ∂−1

x −δ∂−1
x )F̸=k0 −P̸=k0 (VF̸=k0 ) = ∂−1

x G̸=|k0|+P̸=k0 (VPk0F ).

We can rewrite this last equation in the following way

(−∂2
x − iµ∂−1

x −P̸=k0VP̸=k0 )F̸=k0 = δ∂−1
x F̸=k0 +∂−1

x G̸=|k0| +P̸=k0 (VPk0F ).

(43)

Consider the self-adjoint operator that arises in the previous
calculation

M = MV ,ν := −∂2
x − iµ∂−1

x − P̸=k0 (VP̸=k0 ·),D(M) = H2,

which acts invariantly on the subspace P̸=k0 [L
2
]. We claim that

for a sufficiently large ν, the operator M is invertible, in particular
M−1

[P̸=k0 [L
2
]] = P̸=k0 [L

2
].

In fact, assuming that ν so large that ν > C∥V∥L∞ , for
some absolute constant C , its inverse has favorable B(L2) bounds,
namely

∥M−1
∥P̸=k0 [L2]→P̸=k0 [L2] ≤ C

k
max(k2, ν2)

(44)

ndeed, this follows by realizing that one can expand M−1 in a
Neumann series,

M−1
=

∞∑
l=0

((−∂2
x − iµ∂−1

x )−1P̸=k0 (VP̸=k0 ·))
l(−∂2

x − iµ∂−1
x )−1

which converges once we take into account the bound (40), which
yields

∥(−∂2
x − iµ∂−1

x )−1P̸=k0 (VP̸=k0 ·)∥B(L2) ≤ C
k

max(k2, ν2)
∥V∥L∞

≤ Cν−1
∥V∥L∞ <

1
2
,

under the assumption ∥V∥L∞ ≪ ν made earlier. In addition, esti-
mating again in the Neumann series, we find that
∥M−1

∥B(P̸=k0 [L2]) ≤ 2∥(−∂2
x −iµ∂−1

x )−1
∥B(P̸=k0 [L2]), hence the bound

(44).
With (44) in hand, let us proceed with the analysis of the

equations of the critical mode. Applying M−1 in (43), we obtain

F̸=k0 = δM−1
[∂−1

x F̸=k0 ] + M−1
[∂−1

x G̸=k0 ] + M−1
[P̸=k0 [VPk0F ]].

(45)
8

Plugging this back in Eq. (42) and reorganizing terms yields

[−∂2
x − iµ∂−1

x − Pk0 [VPk0 (·)] − Pk0VP̸=k0M
−1P̸=k0VPk0 (·)]Fk0 =

δ∂−1
x Fk0 + ∂−1

x Gk0 + Pk0V (δM−1
[∂−1

x F̸=k0 ] + Pk0VM−1
[∂−1

x G̸=k0 ])

We now introduce another self-adjoint operator, namely

Q := −∂2
x − iµ∂−1

x − Pk0 [VPk0 (·)] − Pk0VP̸=k0M
−1P̸=k0VPk0 . (46)

Note that Q acts invariantly on the subspace Pk0 [L
2
]. In fact, its

action is in the form

Q[

∑
k

f̂ (k)eikx] = (k20−
µ

k0
−cν)f̂ (k0)eik0x+

∑
k̸=k0

(k2−
µ

k
)f̂ (k)eikx, (47)

here

ν = V̂ (0) + ˆVP̸=k0M
−1P̸=k0V (0)

=
1

√
2π

[

∫ π

−π

V (x)dx +

∫ π

−π

VP̸=k0M
−1P̸=k0V (x)dx].

Clearly, cν is a real constant, satisfying |cν | ≤ C∥V∥L∞ (1+∥V∥L∞ ).
The operator Q allows us to rewrite the last relation for Fk0 in

he form,

Q+ i
δ

k0
)Fk0 = δPk0VM−1∂−1

x F̸=k0 +∂−1
x Gk0 +Pk0VM−1

[∂−1
x G̸=k0 ]

ecall though that Q is self-adjoint, so (Q+ i δ
k0
) is invertible, and

in fact, from (14), we have the bound

∥(Q + i
δ

k0
)−1

∥B(L2) ≤
k0
δ

(48)

This yields the formula,

Fk0 = Rk0F + Tk0G. (49)

where, we have introduced the operators

Rk0 := δ(Q + i
δ

k0
)−1Pk0VP̸=k0M

−1∂−1
x P̸=k0

Tk0 := (Q + i
δ

k0
)−1∂−1

x Pk0 + (Q + i
δ

k0
)−1Pk0VP̸=k0M

−1∂−1
x P̸=k0 .

.3. Construction of the resolvent

We collect our findings so far in the following proposition.

roposition 3. The resolvent equation (37) can be equivalently
ritten in the form
Fk0 = Rk0F + Tk0G, F̸=k0 = R̸=k0F + T̸=k0G, or F = RF + T G in

hort, where

Rk0∥B(L2) ≤ Cν−1
∥V∥L∞ , (50)

R̸=k0∥B(L2) ≤ Cν−1
∥V∥L∞ , ∥T̸=k0∥B(L2) ≤ Cν−2. (51)

roof. Most of the statements have been established in the
iscussion preceding the statement of the Proposition, but we
ollect all the information herein. For (50), we have by (48) and
44),

Rk0∥B(L2) = ∥δ(Q + i
δ

k0
)−1Pk0VP̸=k0M

−1∂−1
x P̸=k0∥B(L2) ≤ Cν−1

∥V∥L∞ .

e can represent R̸=k0 from (45),

̸=k0 = (I − δM−1∂−1
x P̸=k0 )

−1M−1P̸=k0VPk0 , (52)

hence the estimate for ∥R̸=k0∥B(L2) easily follows. Again from
45),

̸=k0 = (I − δM−1∂−1
x P̸=k0 )

−1M−1∂−1
x P̸=k0 , (53)

hence the estimate ∥T̸=k0∥B(L2) ≤ Cν−2 follows from (44) as
ell. □
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.4. Proof of Theorem 3

We present the proof of Theorem 3 as a direct corollary of
roposition 3. First, for the zero mode, we use the relation (38),
hich yields
|F̂ (0)| ≤ Cµ−1

|Ĝ(0)|. Next, we assume, without loss of gener-
lity that F̂ (0) = Ĝ(0) = 0.
Assume that µ ≫ max(∥V∥

3
L∞ , 1). Then, the estimates for R,

amely

R∥B(L2) ≤ Cν−1
∥V∥L∞ ≤ Cµ−1/3

∥V∥L∞ ≪ 1,

uarantee that Id − R is invertible on L2, and in fact ∥(I −

)−1
∥B(L2) < 1

2 . Thus, we can resolve the resolvent equation
= RF + T G as follows F = (I − R)−1T G. Then, we apply the

stimates for T found in Proposition 3, to obtain

∥F∥L2 ≤ ∥T̸=k0(ν)G∥L2 + ∥Tk0(ν)G∥L2 .

The estimate ∥T̸=k0(ν)G∥L2 ≤ C∥G∥L2 is in (51), whereas by a direct
estimation (using (44))

∥Tk0(ν)G∥L2 ≤ C
k0
δ
(
1
k0

+
∥V∥L∞

k0
)∥G∥L2 ≤ Cδ−1

∥G∥L2 .

All in all, this implies that ∥F∥L2 ≤ Cδ−1
∥G∥L2 . This shows that

the resolvent at δ+ iµ indeed exists, i.e. it is bounded operator on
L2, whenever µ ≫ max(∥V∥

3
L∞ , 1). In fact, we have the resolvent

estimate

sup
µ∈R

∥∂x(−∂2
x − V ) − (δ + iµ)∥B(L2) ≤ Cδ−1. (54)

Note that this estimate blows up as δ → 0, so establishing
Gomilko type bounds (i./e. in the form (24)) for the operator
∂x(−∂2

x − V ) is more subtle than (54).

5. Uniform L2 bounds for the NLS semigroup

In this section, after appropriate reductions, we eventually
reduce matters to the verification of the Gomilko’s criteria. Let
us work on the reductions first.

5.1. The semigroup etJL grows at most sub-exponentially

The first result is preliminary.

Proposition 4. Assume that the generator JL is spectrally stable,
that is σ (JL) ⊂ iR. Then, for every δ > 0, there is Cδ , so that for
every t > 0,

∥etJLf ∥L2 ≤ Cδeδt
∥f ∥L2 . (55)

Remark. It suffices to assume that there is no spectrum in the
set {z : ℜz ̸= 0, |ℑz| ≤ 2∥V∥L∞}, since the remaining spectrum
is guaranteed to be on iR by Proposition 2.

Proof. Let δ0 > 0. We apply the Gearhart–Prüss theorem to
the semi-group generated by JL − δ0I . Indeed, if we show that
et(JL−δ0) has negative growth bound, then in particular,

∥etJLf ∥L2 ≤ Cδ0e
δ0t∥f ∥L2 .

As such an inequality holds true for all δ0 > 0, the Proposition
follows. According to Gearhart–Prüss, and the assumptions, it
thus remains to show

sup
µ∈R

∥(JL − δ0 + iµ)−1
∥L2→L2 ≤ Cδ0 . (56)

First, observe that we are assuming that C+ ⊂ ρ(JL). So, the
B(L2) valued function z → (JL − z)−1 is holomorphic on C . In
+

9

particular, it is continuous, and hence bounded on the compact
subsets, say on K = {z : z = δ0 − iµ : |µ| ≤ 4∥V∥L∞}. It follows
that

sup
|µ|≤4∥V∥L∞

∥(JL − δ0 + iµ)−1
∥L2→L2 ≤ Cδ0,V .

For µ : |µ| ≥ 4∥V∥L∞ , we use the bounds from Proposition 2,
with δ = δ0. Namely, (35) and the subsequent bound for z2 are
in the form

∥z1∥L2 + ∥z2∥L2 ≤ Cδ0 (1 + µ−1)(∥f1∥L2 + ∥f2∥L2 ),

when |µ| ≥ 4∥V∥L∞ . Thus,

sup
|µ|≥4∥V∥L∞

∥(JL − δ0 + iµ)−1
∥L2→L2 ≤ Cδ0 .

This verifies the Gearhart–Prüss criteria, and hence the sub-
exponential bounds are established. □

Note: Under the spectral stability assumption σ (JL) ⊂ iR, as
a simple consequence of Proposition 4, we can in fact bound the
Gomilko’s quantities, if δ ≥ δ0 > 0. More precisely, we claim that
(55) implies

sup
δ≥δ0

δ

∫
∞

−∞

[∥(JL−(δ+iµ))−1f ∥2
L2

+∥(LJ +(δ+iµ))−1f ∥2
L2

]dµ ≤ Cδ0∥f ∥
2
L2

.

(57)

Indeed, (55) establishes negative growth rate for the semigroup
generated by A = JL − δ for any δ. In particular, the semigroup
is uniform in time for δ =

δ0
2 and hence, the necessity statement

in Theorem 7 applies. Thus,

sup
σ>0

σ

∫
∞

−∞

[∥(JL −
δ0

2
− (σ + iµ))−1f ∥2

L2

+ ∥(LJ +
δ0

2
+ (σ + iµ))−1f ∥2

L2 ]dµ

≤ Cδ0∥f ∥
2
L2 .

n particular, for σ >
δ0
2 , the last estimate implies that we have

control in the form

sup
δ≥δ0

δ

∫
∞

−∞

[∥(JL−(δ+iµ))−1f ∥2
L2

+∥(LJ+(δ+iµ))−1f ∥2
L2

]dµ ≤ 2Cδ0∥f ∥
2
L2

.

This last inequality does not of course imply the full Gomilko
sufficient condition (24), but it shows that it remains to control

lim sup
δ→0+

δ

∫
∞

−∞

[∥(JL− (δ+ iµ))−1f ∥2
L2 +∥(LJ + (δ+ iµ))−1f ∥2

L2 ]dµ ≤ C∥f ∥2
L2 .

This is what we do next.

5.2. Proof of Theorem 2

We need to show the following estimate for the solutions
z1, z2 of (32), (33),∫

∞

−∞

[∥z1(µ)∥2
+ ∥z2(µ)∥2

L2 ]dµ ≤ Cδ−1
[∥f1∥2

+ ∥f2∥2
]. (58)

for all sufficiently small δ > 0, say 0 < δ < 1, and an
absolute constant, independent of δ. As we have mentioned be-
fore, the cases µ > 0 and µ < 0 are symmetric, so it suf-
ices to consider just µ > 0. In accordance with the results
of Proposition 2, we split the integral: µ > max(2∥V∥L∞ , 2)
and 0 < µ ≤ max(2∥V∥L∞ , 2). Historically, at least in quan-
tum mechanical contexts, spectral parameters have played a role
of an appropriate energy levels of the corresponding atoms, so
we adopt these notations and refer to these two cases as high
energies and low energies.
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.2.1. The case of high energies
Let us show that the estimate for z2 reduces to the estimate

or z1. We have∫
∞

max(2∥V∥L∞ ,2)
∥z2(µ)∥2

L2dµ ≤ 2
∫

∞

max(2∥V∥L∞ ,2)
∥(H0 + µ − iδ)−1f2∥2

L2dµ +

+ 2
∫

∞

max(2∥V∥L∞ ,2)
∥(H0 + µ − iδ)−1Vz1(µ)∥2

L2dµ

he first integral above is controlled by Cδ−1
∥f2∥2

L2
, by Lemma 1,

hereas the standard estimate ∥(H0 + µ − iδ)−1
∥B(L2) ≤ Cµ−1

when µ > 2∥V∥L∞ ), yields an estimate for the second term in
he form∫

|µ|>max(2∥V∥L∞ ,2)
µ−2

∥V∥
2
L∞∥z1(µ)∥2

L2dµ.

hus, an estimate in the form∫
max(2∥V∥L∞ ,2)

∥z1(µ)∥2dµ ≤ Cδ−1
[∥f1∥2

+ ∥f2∥2
]. (59)

ould imply the estimate for z2 as well as the required estimate
or z1. Thus, we have reduced matters in to the verification of
estimate (59). We henceforth concentrate on showing (59). Recall
that

∥(I − iδ(H−µ+ iδ)−1V (H0 +µ− iδ)−1(H0 +µ)−1V )−1
∥B(L2) ≤ 2,

henever µ > 2∥V∥L∞ . So, (59) reduces to∫
max(2∥V∥L∞ ,2)

∥(H−µ+ iδ)−1V (H0+µ− iδ)−1f ∥2dµ ≤ Cδ−1
∥f ∥2

L2

(60)

ince the required estimate for the f1 term is

max(2∥V∥L∞ ,2)
∥(H − µ + iδ)−1f ∥2dµ ≤ Cδ−1

∥f ∥2
L2

ollows from Lemma 1.
Before we present the further details, let us point out that H

as a finite number of eigenvalues (say µj, with eigenvectors ej)
n each compact interval. So,∫

max(2∥V∥L∞ ,2)
∥(H − µ + iδ)−1V (H0 + µ − iδ)−1f ∥2

≤

≤

∞∑
n=[max(2∥V∥L∞ ,2)]

∫ n+1

n
∥(H − µ + iδ)−1V (H0 + µ − iδ)−1f ∥2

≤

≤

∞∑
n=[max(2∥V∥L∞ ,2)]

∑
j:µj∈[n−1,n+2]

∫ n+1

n
|µj − µ + iδ|−2

|⟨V (H0 + µ − iδ)−1f , ej⟩|
2
dµ +

+

∞∑
n=[max(2∥V∥L∞ ,2)]

∫ n+1

n
∥(P≤n−1 + P≥n+2)[V (H0 + µ − iδ)−1f ]∥2

L2dµ.

he second term is easier to control. We have
∞∑

n=[max(2∥V∥L∞ ,2)]

∫ n+1

n
∥(P≤n−1 + P≥n+2)[V (H0 + µ − iδ)−1f ]∥

2
L2dµ

C∥V∥
2
L∞

∞∑
n=[max(2∥V∥L∞ ,2)]

∫ n+1

n
∥(H0 + µ − iδ)−1f ∥

2
L2dµ

C∥V∥
2
L∞

∫
∞

−∞

∥(H0 + µ − iδ)−1f ∥
2
L2 ≤ Cδ−1

∥V∥
2
L∞∥f ∥2

L2 ,

here in the last step, we have used Lemma 1.
 0

10
In order to control
∞∑

n=[max(2∥V∥L∞ ,2)]

∑
j:µj∈[n−1,n+2]

∫ n+1

n
|µj − µ + iδ|−2

× |⟨V (H0 + µ − iδ)−1f , ej⟩|
2
dµ,

e need to expand, via the resolvent identity and for n ≤ µ ≤

+ 1,

H0 + µ − iδ)−1
=

∞∑
l=0

(n − µ)l[(H0 + n − iδ)−1
]
l+1.

ote that this is convergent, due to the fact that |n − µ| ≤ 1,
hile ∥(H0 + n − iδ)−1

∥B(L2) ≤ Cn−1. It follows by Cauchy–
chwartz’s inequality that

|⟨V (H0 + µ − iδ)−1f , ej⟩|
2

= |⟨V
∞∑
l=0

(n − µ)l[(H0 + n − iδ)−1
]
l+1f , ej⟩|

2

≤

(
∞∑
l=0

⟨V [(H0 + n − iδ)−1
]
l+1f , ej⟩|

)2

≤

∞∑
l=0

(1 + l2)|⟨V [(H0 + n − iδ)−1
]
l+1f , ej⟩|

2
∞∑
l=0

(1 + l2)−1.

Denote Fn,l := V [(H0 + n − iδ)−1
]
l+1f , an L2 function, which is

independent on µ, j. Note however,

∥Fn,l∥L2 ≤
∥V∥L∞

nl+1 ∥f ∥L2 .

We now need to estimate

∑
l≥0

(1+ l2)
∞∑

n=[max(2∥V∥L∞ ,2)]

∑
µj∈[n−1,n+2]

|⟨Fn,l, ej⟩|2
∫ n+1

n
|µj − µ + iδ|−2dµ.

(61)

For each particular j : µj ∈ (n − 1, n + 2),∫ n+1

n
|µj − µ + iδ|−2dµ ≤

∫
∞

0

1
(µj − µ)2 + δ2

dµ =
π

2
δ−1

Going back to (61), we can estimate it by

Cδ−1
∑
l≥0

(1 + l2)
∞∑

n=[max(2∥V∥L∞ ,2)]

∑
µj∈[n−1,n+2]

|⟨Fn,l, ej⟩|2 ≤

≤ Cδ−1
∑
l≥0

(1 + l2)
∞∑

n=[max(2∥V∥L∞ ,2)]

∥Fn,l∥2
L2 ≤

≤ Cδ−1
∥V∥

2
L∞∥f ∥2

L2

∑
l≥0

(1 + l2)
∞∑

n=[max(2∥V∥L∞ ,2)]

1
n2l+2 ≤

Cδ−1
∥V∥

2
L∞∥f ∥2

L2

∑
l≥0

(1 + l2)
22l+1 ≤ Cδ−1

∥f ∥2
L2 .

This establishes (60) and hence the case µ > max(2∥V∥L∞ , 2) is
nalyzed in full.

.2.2. Low energies estimate
For this step, we proceed as follows. Fix a large real number,
: N > max(2∥V∥L∞ , 2). Note that by assumption σ (JL) ⊂

R. Moreover, since σ (JL) consists of isolated eigenvalues, we
an further select N , so that ±iN are not eigenvalues. Finally,
y Hamiltonian symmetry, all the eigenvalues of JL inside the
nterval [−iN, iN] are in the form ±iµj, j = 1, . . . , JN , where
≤ µ < N . For each ±iµ , consider the Riesz projection P that
j j j
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j :=
1

2π i

∫
γj

(JL − z)−1dz,

here γj is a positively oriented closed curve of index one that
encloses both ±iµj, but no other spectrum of JL. The operators
PjJL = PjJLPj, j = 1, . . . , JN can be represented as finite di-
mensional matrices of dimension nj, which consists of lj separate
Jordan blocks, each of dimension nl

j, l = 1, . . . , lj. For these types
of matrices, it is well-known that

∥PjetJL
∥B(L2) ≤ Ctn

lj
j −1

. (62)

Introduce then the Riesz projections PN :=
∑JN

j=1 Pj and QN =

I − PN . Clearly,

∥etPNJL
∥B(L2) = ∥PNetJL

∥B(L2) ≤ Ctmaxj∈(1,JN ) n
lj
j −1

. (63)

On the other hand, the operator QNJL : QN (L2) → QN (L2) has
no spectrum in a neighborhood of [−iN, iN]. Thus, its resolvent
z → (QNJL − z)−1 is analytic, B(QN (L2)) valued function in such
a neighborhood, so by its continuity

lim
δ→0+

∥(JL ± (δ + iµ))−1
− (JL ± iµ)−1

∥B(QN (L2)) = 0.

This implies that for f = QN f ,

lim sup
δ→0+

∫ N

−N
∥(JL±(δ+iµ))−1f ∥2

L2dµ =

∫ N

−N
∥(JL±iµ)−1f ∥2

L2dµ ≤ CN∥f ∥2
L2 .

(64)

Thus, for f = QN f ,

lim sup
δ→0+

δ

∫ N

−N
∥(JL ± (δ + iµ))−1f ∥2

L2dµ = 0.

Since we have dealt with the high energies case before, we have
that for all f ∈ L2, so in particular for f ∈ QN (L2)

lim sup
δ→0+

δ

∫
|µ|>max(4∥V∥L∞ ,2)

∥(JL ± (δ + iµ))−1f ∥2
L2dµ ≤ C∥f ∥L2

The selection of N ensures that we have covered the whole real
axes, once we combine the last two estimates. Thus, for f ∈

QN (L2)

lim sup
δ→0+

δ

∫
∞

−∞

∥(JL ± (δ + iµ))−1f ∥2
L2dµ ≤ C∥f ∥L2 .

Applying the Gomilko’s sufficient condition to the Hilbert sub-
space QN (L2), on which the semigroup etJL acts invariantly, we
conclude

sup
0<t<∞

∥etJLQN f ∥L2 ≤ C∥f ∥L2 .

The complementary estimate is provided in (63). All in all,

∥etJLf ∥L2 ≤ Ctmaxj∈(1,JN ) n
lj
j −1

∥f ∥L2 . (65)

6. Uniform L2 bounds for the KdV semigroup: Proof of Theo-
rem 4

We are approaching the problem in the same way as its
NLS counterpart. The first step is to realize that the assumption
σ (∂x(−∂2

x − V )) ⊂ iR, together with the estimate (54), which
shows the uniform bound ∥(∂x(−∂2

x −V )−(δ+iµ))−1
∥B(L2) ≤ Cδ−1

for all µ ≫ max(∥V∥L∞ , 1)3, implies that for all δ > 0, there exists
a constant Cδ , so that

sup ∥(∂x(−∂2
x − V ) − (δ + iµ))−1

∥B(L2) ≤ Cδ.

µ∈R

11
Indeed, for large energies, this is just (54), while for low energies,
we just exploit the analyticity and hence the continuity of the
map µ → (∂x(−∂2

x − V ) − (δ + iµ))−1 on compact intervals
µ ∈ (−N,N),N ∼ max(∥V∥L∞ , 1)3. Based on this uniform bound
for the resolvent on each vertical line {z : ℜz = δ} one can
infer sub-exponential growth of the semi-group et∂x(−∂2x −V ). That
is ∥et∂x(−∂2x −V )

∥B(L2) ≤ Cκeκt for each κ > 0.
As in the NLS case, we will show uniform L2 bounds on the

high energies, the low energies are treated in an identical way.
By Gomilko’s theorem, this reduces to the estimates

δ

∫
|µ|>N3

∥(∂x(−∂2
x − V ) − (δ + iµ))−1G∥

2
L2dµ ≤ C∥G∥L2 (66)

δ

∫
∞

|µ|>N3
∥((−∂2

x − V )∂x − (δ + iµ))−1G∥
2
L2dµ ≤ C∥G∥L2 (67)

for N ≫ max(∥V∥L∞ , 1). As in the NLS case, the sub-exponential
bound implies that (see the proof of (57), based on the estimate
(55)) for each δ0 > 0, there is Cδ0 , so that

sup
δ≥δ0

δ

∫
|µ|>N3

∥(∂x(−∂2
x − V ) − (δ + iµ))−1G∥

2
L2dµ ≤ Cδ0∥G∥L2 ,

similar for (67). Thus, matters are reduced to the case δ : 0 < δ <

1, which we assume henceforth.
We start with the proof of (66), the proof of (67) goes through

much of the same estimates, with some extra complications,
which will be addressed later on.

6.1. Proof of (66)

The cases µ > 0 and µ < 0 are symmetric, so we take µ > 0.
The first thing to observe is that by (38), we clearly have∫

∞

1
|F̂ (0)|

2
dµ ≤ C

∫
∞

1
|Ĝ(0)|

2
µ−2dµ ≤ C∥G∥

2
L2 ≤ Cδ−1

∥G∥
2
L2 ,

since δ < 1. As we have observed earlier, we may henceforth
assume F̂ (0) = Ĝ(0) = 0. Next, we perform change of variables
µ = ν3 in (66). We need to control

δ

∫
∞

N
∥(∂x(−∂2

x − V ) − (δ + iν3))−1G∥
2
L2ν

2dν.

Based on the representation in Proposition 3, we can control the
contributions of the terms (I−R)−1T̸=k0(ν), (I−R)−1T̃k0 as follows
— since ∥(I − R)−1

∥L2→L2 ≤
1
2 , it suffices to control∫

∞

N
∥T̸=k0(ν)G∥

2
L2ν

2dν ≤ C
∫

∞

N
ν−2

∥G∥
2
L2dν ≤ C∥G∥

2
L2 ≤ Cδ−1

∥G∥
2
L2 ,

due to the bound (50) and δ < 1. For the remaining term,∫
∞

N
∥Tk0(ν)G∥

2
L2ν

2dν, (68)

observe that the operator involves (Q + i δ
k0
)−1Pk0 , has a very

simple form according to (47), namely

(Q + i
δ

k0
)−1Pk0 f (x) =

1

k20 −
ν3

k0
− cν + i δ

k0

f̂ (k0)eik0x.

n addition, let us analyze the real part of the modified dispersion
erm. More precisely, introducing k̃ : k̃3 = k30 − cνk0, so that
˜ = k0(ν) + O(ν−1) (recall cν = O(1)), we write

2
0 −

ν3

k0
− cν =

k̃3 − ν3

k0
= (k̃ − ν)

k̃2 + k̃ν + ν2

k0
∼ (k̃ − ν)ν.

We now estimate the two terms arising in Tk0(ν)G, namely∫
∞

∥(Q + i
δ

k
)−1∂−1

x Gk0∥
2
L2ν

2dν ≤ C
∞∑∫ l+1/2

∥(Q + i
δ

l
)−1Gl∥

2
L2dν
N 0 l=N l−1/2
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∂
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∥

i
a∫
∫
w

t
u
a

∂

.

i

here we have observed that for ν ∈ (l− 1/2, l+ 1/2), k0(ν) = l.
Next, we partition each of the intervals (l−1/2, l+1/2) as follows

(l − 1/2, l + 1/2) ⊂ {ν : |ν − k̃| < δl−2
} ∪ ∪

∞

m=1

× {ν : |ν − k̃| ∼ 2mδl−2
} =: A0 ∪

∞

m=1 Am.

Note that ν ∈ A0 implies (by estimating with the imaginary
part), 1

|k20−
ν3
k0

+cν+i δ
k0

|

∼ lδ−1, while ν ∈ Am gives 1

|k20−
ν3
k0

+cν+i δ
k0

|

∼

−mlδ−1. Taking into account that |Am| ∼ 2mδl−2,∫ l+1/2

l−1/2
∥(Q + i

δ

l
)−1Gl∥

2
L2dν ≤ C

∞∑
m=0

2−2ml2δ−2
∥Gl∥

2
L2

∫
Am

dν

≤ Cδ−1
∥Gl∥

2
L2

∞∑
m=0

2−m,

hich implies the desired bound, since
∑

l ∥Gl∥
2
L2

≤ ∥G∥
2
L2
.

For the other term, it is actually reducible to the one that we
ust handled. Indeed, we need to control

∞

N
∥(Q + i

δ

k0
)−1Pk0VP̸=k0M

−1∂−1
x G̸=k0∥

2
L2ν

2dν

Denoting G̃ := VP̸=k0M
−1∂−1

x G̸=k0 (note that G̃ depends on ν and
−1
x in front of it is missing), we have, by performing the same
teps as above

∞

N
∥(Q + i

δ

k0
)−1G̃k0∥

2
L2ν

2dν ≤

∞∑
l=N

∞∑
m=0

2−2ml4δ−2
∫
Am

∥G̃l(ν)∥2
L2dν.

ccording to (44) however, ∥G̃l∥L2 ≤ C∥V∥L∞ν−2. Plugging this in
he previous estimate, together with |Am| ∼ 2mδl−2 yields again
he bound Cδ−1

∥G∥
2
L2
.

6.2. Proof of (67)

Write the resolvent equation corresponding to (67) in the form

(−∂2
x − V )∂xF − (δ + iµ)F = G. (69)

As in the proof of (66), we start with the contribution of F̂ (0).
Taking an integral x ∈ [−π, π] in (69), we obtain the relation

(δ + iµ)F̂ (0) = −Ĝ(0) − V̂F ′(0).

Clearly, integration by parts implies |V̂F ′(0)| ≤ ∥V ′
∥L2∥F −

2π )−1
∫ π

−π
F (y)dy∥L2 . Hence∫

∞

1
|F̂ (0)|

2
dµ ≤ C∥G∥

2
L2 + C∥V ′

∥
2
L2

∫
∞

1
∥F̸=0∥

2
L2dµ,

whence the estimate (67) reduces to the control of
∫

∞

1 ∥F̸=0∥
2
L2
dµ

in terms of C∥G∥
2
L2
. That is, without loss of generality, we may and

do assume F̂ (0) = Ĝ(0) = 0. Applying the change of variables
f = ∂xF , g = ∂xG in (69), we obtain

(−∂2
x − V )f − (δ + iµ)∂−1

x f = ∂−1
x g

This last relation is nothing but (39), whence we can resolve
it according to Proposition 3 in the following way f = Rf +

T g . Taking into account f = ∂xF , g = ∂xG and applying ∂−1
x

judiciously, we arrive at

(I − ∂−1
x R∂x)F = ∂−1

x T ∂xG. (70)

In order to analyze (70), we need the following lemma.

Lemma 2. Let δ ∈ (0, 1). Then,
−1 −1

∞
∥∂x R∂x∥B(L2) ≤ Cν ∥V∥L . (71)

12
In particular, if ν ≫ ∥V∥L∞ , (I − ∂−1
x R∂x) is invertible and ∥(I −

∂−1
x R∂x)−1

∥B(L2) < 1
2 . In addition,

∂−1
x T̸=k0∂x∥B(L2) ≤ Cν−2. (72)

roof. We start with ∂−1
x R̸=k0∂x. This is represented in (52).

ccording to it, by using the von Neumann series,
−1
x R̸=k0∂x = ∂−1

x (I − δM−1∂−1
x P̸=k0 )

−1M−1P̸=k0VPk0∂x
= ∂−1

x M−1P̸=k0VPk0∂x +

+

∞∑
l=1

∂−1
x (δM−1∂−1

x P̸=k0 )
lM−1P̸=k0VPk0∂x.

Using the estimate (44) and 0 < δ < 1, we can bound favorably
the terms in the sum as follows

∥∂−1
x (δM−1∂−1

x P̸=k0 )
lM−1P̸=k0VPk0∂x∥B(L2) ≤ Cν−2l

∥V∥L∞ ,

while

∥∂−1
x M−1P̸=k0VPk0∂x∥B(L2) ≤ Cν−1

∥V∥L∞ .

As before, this guarantees that if ν ≫ ∥V∥L∞ , we have the
bound (71). Similarly, using the bound (48), we can estimate
∥∂−1

x Rk0∂x∥B(L2) ≤ Cν−1
∥V∥L∞ . Thus, (70) follows by adding the

two terms in ∂−1
x R∂x.

Regarding ∂−1
x T̸=k0∂x, we have the bound (expanding as in the

nalysis for ∂−1
x R∂x),

∂−1
x T̸=k0∂x∥B(L2) ≤ Cν−2. □

Going back to the required estimate (67), we have that accord-
ng to (70) and for ν : ν ≫ ∥V∥L∞ , F = (I − ∂−1

x R∂x)−1∂−1
x T ∂xG

nd ∥F∥L2 ≤ C∥∂−1
x T ∂xG∥L2 . Thus, we need to control

∞

N ∥∂−1
x T ∂xG∥

2ν2dν. Due to the bound (72), we have
∞

N
∥∂−1

x T̸=k0(ν)∂xG∥
2
L2ν

2dν ≤ C
∫

∞

N
ν−2

∥G∥
2
L2dν ≤ C∥G∥

2
L2 ≤ Cδ−1

∥G∥
2
L2 ,

henever δ < 1, which is our standing assumption.
It remains to retrace the main steps in the proof of (68), in

he context of the estimate for
∫

∞

N ∥∂−1
x Tk0(ν)∂xG∥

2
L2

ν2dν. In fact,
sing the concrete formulas for Tk0(ν) and using the fact that Q
cts invariantly on Pk0 (L

2), we have

−1
x Tk0(ν)∂x = ∂−1

x (Q + i
δ

k0
)−1∂−1

x Pk0∂x + ∂−1
x (Q + i

δ

k0
)−1

× Pk0VP̸=k0M
−1∂−1

x P̸=k0∂x =

= (Q + i
δ

k0
)−1∂−1

x Pk0 + ∂−1
x (Q + i

δ

k0
)−1Pk0VP̸=k0M

−1P̸=k0

Note that its first piece, (Q + i δ
k0
)−1∂−1

x Pk0 is identical with what
needed to be controlled earlier and that has been done in the
proof of (68). The second piece, which is given by ∂−1

x (Q +
δ
k0
)−1Pk0VP̸=k0M

−1P̸=k0 , inserted in the appropriate integral, can
be estimated in exactly the same way as in the proof of the
corresponding piece for Tk0 and the estimate follows in the same
fashion. We omit further details.
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